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VIOLENT NARRATIVES, LEGAL CHALLENGES  
AND POLITICAL STRATEGIES

Branco Di Fátima 

/ LabCom – University of Beira Interior

This is the second book of the Online Hate Speech 

Trilogy. The work focuses on the legal challenges of 

combating toxic language and retaliating against those 

who spread hate on the Internet. Although the need for 

fighting violent narratives appears evident, given the 

role of hate in eroding trust and fragmenting the social 

fabric, there are many sensitive layers to the matter.

The debate is controversial because, in some cases, laws 

designed to combat hate speech have been used to pun-

ish political dissidents and individuals who challenge 

prevailing norms (Munoriyarwa, 2023; Chekol, 2023). 

On the other hand, opponents of these laws advocate 

for unrestricted unconditional freedom, which is also 

difficult to defend. A path of compromise needs to be 

defined. The fight against hate speech must not violate 

other rights, such as freedom of the press or freedom of 

expression, but must protect society, especially its most 

vulnerable groups.

Since there is no universally accepted definition of hate 

speech, identifying violent narratives and measuring 

their impact is not an easy task either (Müller & Schwarz, 

2021). Generally, hate speech can be understood as a 

verbal or non-verbal attack on an individual or group, 

usually a social minority. However, as its roots lie in the 

values of a particular culture (Matamoros-Fernández & 

Farkas, 2021), defining what constitutes a hateful attack 

is dependent on those same cultural codes.

Preface
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Toxic language has also become a political strategy in the post-truth era, 

characterised by decision-making that is based more on emotional impuls-

es than verifiable facts (Fischer, 2021). This has occurred partly due to the 

popularisation of digital technologies such as social media platforms and 

smartphones, and also because of the way society is structured. In other 

words, hate speech is also shaped by the collective values of the community 

and the power struggles that permeate it (Di Fátima, 2023).

This book brings together chapters written by 14 authors from 9 univer-

sities, examining hate speech within their unique socio-cultural contexts. 

They achieve this by employing both traditional and digital methods, utiliz-

ing quantitative and qualitative data gathered from diverse digital platforms 

such as websites, instant messaging apps, and social media.

The authors analyse the deep origins of hate speech and its manifesta-

tions online. They highlight the weaknesses of platform self-regulation, the 

European Union’s legal approach to combating online hate, the use of toxic 

language as a political weapon in Latin America, and the risks it poses to 

peace in Africa. In addition, the authors examine how biases from media 

outlets can be amplified on platforms such as Facebook, X, and YouTube, 

creating social divisions.

Although it is not a new phenomenon, hate speech has become increasingly 

complex on the Internet. It is omnipresent, interactive, and multimedia in 

nature (Di Fátima, 2023). Haters hide behind the anonymity provided by 

digital technologies and find online support for their violent ideas (Amores 

et al., 2021). These issues have become more prominent in the last decade, 

largely due to their strong correlation with populism, disinformation, and 

the rise of the new anti-system far-right.

This book addresses the legal challenges of combating toxic language while 

safeguarding freedom of expression in an era when hate speech has become 

a political strategy. Volumes 1 and 3 of the Online Hate Speech Trilogy 

explore the close links between disinformation, polarization, and virtual 

attacks. They also examine cutting-edge techniques for identifying violent 
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narratives and developing counter-narratives to mitigate hate speech. 

The aim is to provide a multicultural overview of one of the most press-

ing issues in contemporary society, which is responsible for undermining 

democratic values.
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CALLING FOR CONSEQUENCES: HOW TO 
MOTIVATE SOCIAL MEDIA COMPANIES TO BETTER 
MODERATE HATE SPEECH

Caitlin Ring Carlson

Seattle University, USA

carlso42@seattleu.edu

The volume of hate speech in our digital media environ-

ment is staggering. Although social media companies 

have enacted complex self-regulatory measures to 

minimize its spread and thus its impact, hate speech 

continues to proliferate, particularly on social media. 

Therefore, a change is needed. This essay argues that 

self-regulation is insufficient, particularly given the of 

profitability hateful and divisive content for publicly 

traded social media platforms like Meta or X. Instead, 

what’s needed are substantial legal incentives or con-

sequences. Requiring social media platforms to earn 

their shield from legal liability by complying with the 

Santa Clara principles or another existing framework 

for best practices in content moderation is one approa-

ch. Countries could also consider offering tax breaks 

for compliance with transparency reporting or content 

moderation spending or staffing. Conversely, it may be 

worth exploring an approach like Germany’s which fi-

nes social media companies for failing to comply with 

existing hate speech laws. Regardless of the specific 

approach taken, the time to act is now.

Keywords: hate speech, social media, content modera-

tion, media policy, media regulation
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Hate speech on social media in the electoral year context in Brazil
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The social media are a reality for the Brazilian partisan political marketing 

strategy, at least since the 2018 general elections. Not surprisingly, Brazil 

is a major consumer of digital platforms, whether for communication or 

for use and performance in the marketplace. With these two data in mind 

and analyzing the concepts and definitions of hate speech, above all, that 

which is made up as speech and not as speech-act, according to J. Waldron, 

it appears that, in electoral years in Brazil, there is a significant increase 

in hate speech complaints on social media. In the first half of 2022 alone, 

there was a 650,0% increase in reports of hate speech compared to the 

same semester in 2021. Hate speech used as an electoral campaign (and in 

the campaign) undermines the voter’s free conviction, in addition to giving 

voice to intolerant speeches to authoritarian candidates, which can lead to 

corrosion of the democratic system.

Keywords: hate speech, Brazilian elections, digital platforms, social media
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POLITICAL ENGAGEMENT AND AGGRESSIVE USE OF SOCIAL 
NETWORKS. PRESIDENTIAL CAMPAIGNS IN A HIGHLY POLARIZED 
ELECTORAL SCENARIO

Adolfo A. Abadía

Universidad Icesi, Colombia

aaabadia@icesi.edu.co

Luciana C. Manfredi
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Juana L. Rodriguez 
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This chapter analyzes the impact of Twitter® on the 2018 presidential 

elections in Colombia, in a context of high political polarization due to the 

negotiation process, plebiscite, and beginning of implementation of the 

peace agreements with the FARC. This study examines the link between 

aggressive messages on social networks and the intention to vote for candi-

dates, intending to understand how political communication on this social 

network can propose a possible explanation for the results of the first round 

of the elections. During the 90-day campaign period for the first round of 

the presidential elections, candidates were classified as either Aggressors 

or Targets based on their aggressive messages on Twitter®. In general, 

Gustavo Petro’s aggressive approach generated greater public debate and 

engagement during his candidacy. However, his voting intention did not sig-

nificantly increase between March and May 2018. On the other hand, Iván 

Duque’s less aggressive strategy, which mainly targeted aggressive mes-

sages, resulted in a notable growth in electoral support during the same 

period.

Keywords: political engagement, aggressive message, social network, pre-

sidential campaigns, elections in Colombia 2018
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THE EUROPEAN LEGAL APPROACH TO FIGHT HATE SPEECH  
ON SOCIAL MEDIA

Ana Gascón Marcén

University of Zaragoza, Spain

angascon@unizar.es

This chapter studies the legal mechanisms developed by two of the main 

European organisations to fight hate speech online. Regarding the Council 

of Europe, the analysis covers its soft law, the Protocol to the Budapest 

Convention and the case-law of the European Court of Human Rights. 

Regarding the European Union, it assesses the E-Commerce Directive, the 

Audiovisual Media Service Directive, the Code of Conduct and the Digital 

Services Act. They delineate a roadmap for States and social media to fi-

ght hate speech while respecting freedom of expression although they have 

some weaknesses and are not always enforced.

Keywords: hate speech, Council of Europe, article 10 ECHR, European 

Court of Human Rights, EU Law
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HATE POSTINGS ON SOCIAL MEDIA AND PEACE IMPERATIVES  
IN NIGERIA

Nosa Owens-Ibie

Caleb University, Nigeria

nosa.owens-ibie@calebuniversity.edu.ng

Eric Msughter Aondover

Caleb University, Nigeria

eric.aondover@calebuniversity.edu.ng

The potential and capacities of social media to influence and impact socioe-

conomic and political changes in contemporary society, is established in 

literature. Nigerians as active users of various social media networks con-

tinue to share their thoughts on domestic and other issues as reflection of 

the freedom of access. This chapter analyses the problems and patterns of 

hate speech on social media in Nigeria, based on the security implications 

and threats to peace which the spread of such hate speech could and does 

trigger. It shows through the tracking of posts that social media users are 

divided in their opinions along ethnic, regional and religious lines, and dis-

cusses relevant legislation, the impact of hate speech on press freedom and 

free speech, the spread of hate speech on social media, and the impacts of 

hate speech on peaceful coexistence. It shows a relationship between social 

media and the incitement of violence, and underscores the importance of 

addressing the trend of using social media as trigger for crises, given the 

pervasiveness of social media, and its features which enables people to read 

content anonymously and respond with disparaging remarks that mock or 

insult the ethnic, political, regional, and religious affiliations of other groups 

in the nation’s diverse population. The need for a clear policy framework to 

foster balance between the right to free expression on social media, and the 

demands of peaceful coexistence, is canvassed.

Keywords: hate speech, social media, peace imperative and posting, Nigeria
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THE POLITICAL USE OF HATE SPEECH THROUGH SOCIAL MEDIA IN 
BRAZIL

Joelma Galvão de Lemos
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Daniel Menezes Coelho

Federal University of Sergipe, Brazil

daniel7377@gmail.com

In Brazil, social media is used not only for socialization and communica-

tion, but also as a tool employed by some political groups to encourage and 

spread a specific kind of online participation: the “hate speech”. Based on 

a psychoanalytic standpoint, this paper presents and analyzes a selection 

of speeches from 2016 (the year of the coup d’etat in Brazil) and 2018 (the 

subsequent election year). It becomes evident, throughout our discussion, 

that the logic that organizes social media platforms and algorithms has 

contributed to the amplification of hate speech in Brazil. This happens be-

cause social media creates online bubbles which isolate users from the very 

“other” with whom they should learn to co-exist, thus limiting the possi-

bility of dialogue between different groups. Therefore, we believe that it is 

important to contemplate the functioning, transparency, and regulation of 

these social media platforms.

Keywords: hate speech, social media, politics, psychoanalysis
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FREEDOM OF THE PRESS OR HATE SPEECH? REGULATING MEDIA 
OUTLETS IN THE POST-TRUTH ERA
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Marco López-Paredes

Pontifical Catholic University of Ecuador (PUCE), Ecuador
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This chapter delves into the complex dynamics of regulating media outlets 

in the post-truth era, focusing on the challenges posed by the proliferation 

of online hate speech. These issues are particularly pronounced in highly 

polarized societies, where media outlets often blend opinionated narratives 

with factual news, sometimes neglecting the ethical principles of journalism. 

Historically, the emphasis on media freedom has sometimes compromised 

other rights, facilitating the spread of hate speech. The chapter also uses 

Brazil as a case study, highlighting a country without a regulatory agency 

for media outlets and significantly impacted by political polarization over 

the last decade. This example illustrates how the absence of regulation can 

endanger liberal democracies and the safety of marginalized social groups, 

who are more vulnerable to online attacks.

Keywords: media regulation, hate speech, legal frameworks, media outlets, 

post-truth era
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CALLING FOR CONSEQUENCES:  
HOW TO MOTIVATE SOCIAL MEDIA COMPANIES TO 
BETTER MODERATE HATE SPEECH

Caitlin Ring Carlson  

/ Seattle University, USA

Introduction

Despite the increasingly complex framework for con-

tent moderation that has emerged in the past decade, 

hate speech on social media remains a problem. While 

the exact volume is difficult to capture, transparency 

reports from Facebook, Twitter, and other social media 

organizations indicate that there are millions of posts 

featuring hateful content circulating at any given time. 

A recent transparency report from Facebook shows that 

the company took action on 18 million posts containing 

hate speech during a three-month period (Facebook, 

2023). However, documents released by Facebook whis-

tleblower Frances Haugen in 2021 indicate that this 

number likely represents only 3-5 percent of the total 

amount of hate speech on Facebook (Allyn, 2021). 

The impact of hate speech on society is far-reaching. 

Hate speech undermines collective autonomy by mak-

ing people fear for their well-being (Leets, 2002). In 

extreme cases, hate speech campaigns levied via so-

cial media have led to offline violence, discrimination, 

and persecution. For example, a Reuters investigation 

done in conjunction with the Human Rights Center and 

the U.C. Berkley School of Law found over 1,000 posts 

calling the Rohingya and other Muslims in Myanmar 
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dogs, maggots, and rapists (Stecklow, 2018). Hate speech on Facebook has 

turned Myanmar into a hotbed for extremism, coinciding with religious ri-

ots across the country between Buddhists and Muslims. 

On an individual level, exposure to hate speech generates similar short- 

and long-term effects as other kinds of traumatic experiences (Leets, 2002) 

and can lead to increased stress levels, as well as symptoms of depression 

(Wypych  & Bilewicz, 2022). In addition to the negative consequences it 

has on victims, hate speech desensitizes people and can increase feelings 

of prejudice and dehumanization toward those targeted (Soral, Bilewicz & 

Winiweski, 2018).

Recognizing the harm caused by hate speech on social media, international 

bodies, individual governments, and social media organizations have under-

taken various actions to address the issue. The United Nations has issued 

a Strategy and Plan of Action on Hate Speech, detailing its commitment to 

addressing the issue. Germany enacted Netz DG, a law requiring social 

media companies to promptly remove illegal hate speech or face substan-

tial fines. Social media organizations like Facebook, YouTube, and Twitter, 

have developed extensive community standards prohibiting certain forms 

of hateful content on their sites. Artificial intelligence, platform users, and 

human content moderators are all used to identify and help remove hate 

speech from these sites.

In spite of these efforts, the problem remains. This has led to extensive 

debates among elected officials, scholars, and media activists about what 

should be done to address the issue. Together, members of these groups 

have developed several viable solutions to best deal with the problem of 

hate speech while respecting social media users’ freedom of expression. 

However, I argue in this essay that consequences are missing from many 

of these approaches. With few exceptions, most of the proposals for how to 

best moderate hate speech on social media are inherently flawed because 

they lack incentives for compliance and punishments for failing to comply. 

These proposals do not account for the fact that several of the most popular 
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social media platforms are run by publicly traded corporations operating 

under a shareholder primacy approach, which prioritizes profits above all 

else. If the solutions proposed to tackle online hate speech remain volun-

tary, we can only expect platforms to comply with those that align with 

their financial goals.  

To rectify this issue, we must first understand its origins. This essay will be-

gin by offering a snapshot of existing approaches to regulating hate speech 

on social media. Next, I’ll demonstrate how incorporating incentives or 

consequences into the existing framework would increase compliance and 

minimize the volume of hate speech that appears on social media.

Regulatory overview

This section will outline how various practices and policies come together 

to regulate hate speech on social media. I will begin by outlining how so-

cial media platforms define and moderate hate speech on their sites. Next, 

I will discuss platforms’ legal liability in various countries. Then, the UN 

guidance on combating hate speech on social media will be examined, as 

will the individual laws of various countries. Finally, I will present the joint 

efforts from governments, social media companies, activists, and academ-

ics that have emerged to provide recommendations and best practices for 

addressing hate speech on social media.

Social Media Content Moderation

The current approach to dealing with the problem of hate speech on social 

media is complex and at times, convoluted. There are recommendations 

from international bodies, individual states’ laws, voluntary partnerships 

between governments and platforms, and social media companies’ com-

munity standards and identification and removal processes. Globally, hate 

speech is considered illegal in some but not all countries. Notably, in the 

United States, home to Meta, which owns Facebook, the world’s largest so-

cial media platform, hate speech is protected by the First Amendment. 
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Hate speech, by its very nature, is subjective and, therefore, difficult to 

define. Legal definitions are often different from the definitions used by 

social media platforms in their content moderation efforts. Moreover, plat-

forms themselves each have their own unique definitions for the term. On 

Facebook, hate speech is defined as “anything that directly attacks people 

based on what are known as their ‘protected characteristics,’ such as race, 

ethnicity, national origin, disability, religious affiliation, caste, sexual ori-

entation, sex, gender identity and serious disease” (Facebook, 2023). For 

YouTube, hate speech is content that promotes violence or hatred toward 

groups based on a list of 13 specific identity characteristics (YouTube, 2023). 

Similarly, TikTok prohibits content that attacks, threatens, incites violence 

against, or otherwise dehumanizes an individual or a group on the basis of 

12 protected attributes (TikTok, 2023). 

As private virtual spaces, social media companies are free to regulate con-

tent on their sites in any way they wish. To access the platform, users must 

agree to the terms of service, which often require them to adhere to the 

platform’s community standards (Gillespie, 2018). Automatic detection us-

ing artificial intelligence and community flagging are both used to identify 

content that violates the platform’s hate speech policy. A combination of 

AI technology and human content moderators then decide if the content 

should be removed and whether action should be taken on the account 

(Gillespie, 2018). 

In addition to removal, platforms can also minimize the impact of content 

featuring hate speech without removing it entirely. Reducing algorithmic 

amplification of hate speech, shadow banning, which limits the ability for 

posts from certain accounts to be viewed, and warnings prior to posting 

can all be used to minimize the spread of hate speech (Land & Hamilton, 

2020). Platforms can also use counter-speech and provide additional infor-

mation alongside problematic posts to educate users. Some platforms, such 

as YouTube, may remove sharing tools for posts containing hate speech. 

Requiring users to use their real names and identities is another tool plat-

forms have available to reduce hate speech (Land & Hamilton, 2020).
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Despite the varied approaches available to platforms, often, the best solution 

is to remove hate speech entirely. If done well, this means that content that 

incites hatred toward individuals and groups based on their fixed identity 

characteristics is removed from the public sphere. When done poorly, this 

process can lead to the removal of expression that does not actually violate 

the platform’s community standards for hate speech. 

Platforms Protected from Legal Liability 

Users in the United States and elsewhere disagree about whether the content 

moderation process is fair or biased. People and elected officials on the polit-

ical right often feel their content is being wrongly targeted and removed. At 

the same time, those on the left argue that platforms are not doing enough 

to eliminate hate speech from their sites. Critics have also raised questions 

about the extent to which the platform’s algorithms are being manipulated 

to privilege extreme content, which keeps people on the site longer and ulti-

mately increases advertising revenue (Vaidhyanathan, 2018).

Perhaps most importantly, though, platforms’ approach to hate speech reg-

ulation highlights the tension inherent in allowing private corporations to 

serve as arbiters of free speech. In countries where hate speech is legal, 

social media companies decide where the line between protected and un-

protected free expression should be. In most countries where hate speech 

is illegal, platforms are not liable for the illegal content posted to their sites 

(Germany is an exception to this rule). This is true in the United States, 

where Section 230 of the Communications Decency Act protects computer 

services such as social media platforms from legal liability for illegal con-

tent users post on their sites (Communications Decency Act, 1996). 

This approach is largely supported by international bodies such as the 

United Nations.

In 2017, the UN Special Rapporteur on Freedom of Expression adopted a Joint 

Declaration on Freedom of Expression, and “Fake News,” Disinformation, 

and Propaganda (Organization for Security and Co-Operation in Europe, 
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2017). The Declaration strongly restated the position that intermediar-

ies, like web-hosting platforms or social media sites, should never be held 

liable for content posted by third parties unless they specifically inter-

vene in that content or refuse a court order to remove it. Since then, the 

Special Rapporteur on Freedom of Expression has called on social media 

companies to align their content moderation practices with UN Human 

Rights Standards, which he argues favor free expression over censorship 

(Kaye, 2019). 

UN Guidance

The United Nations advocates for prohibiting advocacy of racial or religious 

hatred but encourages member states to do so in a way that minimizes sup-

pression of speech. Section 20(2) of the International Covenant on Civil and 

Political Rights (ICCPR) states that “advocacy of national, racial or religious 

hatred that constitutes incitement to discrimination, hostility or violence 

shall be prohibited by law” (United Nations Treaty, 1966). However, states 

must show that the harm of discrimination cannot be lessened by means 

other than the suppression of speech, such as the use of educational initi-

atives. Section 4 of the International Convention on the Elimination of All 

Forms of Racial Discrimination (ICERD), which requires signatories to con-

demn all propaganda and organizations based on ideas of racial or ethnic 

superiority, while still giving due regard to the right to freedom of thought, 

religion, opinion, expression, peaceful assembly and association (United 

Nations Treaty, 1965). Article 19 of the ICCPR holds that everyone has the 

right to hold opinions without interference. Restrictions on speech must be 

legitimate, legal, and necessary. It also says that everyone shall have the 

right to freedom of expression. Hate speech restrictions mandated under 

the ICCPR and ICERD are required to comply with these limits. 

Recognizing its role in offering states guidance on this issue, in 2019 the UN 

launched its Strategy and Plan of Action on Hate Speech, which commits the 

UN to monitor and analyze hate speech, support victims, convene relevant 
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actors, advocate, educate, and support member states in developing policies 

for countering hate speech (United Nations, 2019).  

Since then, the Special Rapporteur on Free Expression, David Kaye, as 

well as notable academics such as Nadine Strossen (2021) and Evelyn Mary 

Aswad (2018) have called on platforms to align their content moderation 

practices with the UN framework, which they argue requires that restric-

tions on speech be minimal to comply with Article 19. Special Rapporteur 

Kaye says that platforms should combat hateful attitudes with education, 

counter-speech, and other tools such as deamplification, demonetization, 

reporting, and training (Kaye, 2019). 

Council of Europe & European Union 

In the early 2000s, the Council of Europe’s European Commission Against 

Racism and Intolerance (ECRI) issued its Convention on Cybercrime, which 

included a separate, Additional Protocol on Internet Hate Speech. This 

Protocol called for an update to countries’ offline laws to include prohibitions 

for online content that “advocates, promotes or incites hatred, discrimina-

tion or violence, against any individual or group of individuals, based on 

race, color, descent or national or ethnic origin, as well as religion” (Council 

of Europe, 2003). In 2016, the European Commission adopted a proposal to 

amend its Audiovisual Media Services Directive to enhance the effective-

ness of the legal regulation of hate speech on social media by prohibiting the 

transfer of material that incites violence or hatred directed against a group 

of people of member of a group defined by reference to sex, race, color, reli-

gion, descent, national or ethnic origin. Notably, there are no protections for 

incitement to hatred based on sexual orientation or gender identity.  

The European Council has chosen to relieve ISPs of most responsibility for 

hateful or incendiary material published on their sites. The Protocol limits 

the liability of third-party intermediaries, making only the individuals post-

ing the illegal content liable. Notably, the Protocol leaves room for countries 

to adopt an expansive definition of intent, meaning that third parties may be 
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held accountable if they receive notification of racist or xenophobic expres-

sion on their platform and fail to remove it. 

The European Union also has laws prohibiting hate speech in online contexts. 

The Framework Decision on Combating Certain Forms and Expressions of 

Racism and Xenophobia by Means of Criminal Law requires member states 

to sanction “Public incitement to violence or hatred directed against a group 

of persons or a member of such a group defined on the basis of race, color, 

descent, religion or belief, or national or ethnic origin” (2008).  

The EU’s E-Commerce Directive (2000) provides the legal framework for 

ISPs and other third-party intermediaries’ responsibilities regarding hate 

speech on their online platforms. Under this Directive, ISPs do not have a 

duty to monitor conduct and are governed by the laws of the member state 

in which they are established.

Individual State Laws

Many countries have established laws prohibiting online hate speech, in-

cluding hate speech posted to social media platforms. However, with the 

exception of Germany, most countries do not hold social media platforms 

liable for the illegal hate speech posted by users. Germany’s Network 

Enforcement Act (Netz DG) requires social media platforms to remove illegal 

hate speech within 24 hours of receiving a user notification. If it is unclear 

whether the Content violates the country’s Criminal Code regarding public 

incitement to hatred, the social media organization then has seven days to 

decide (Network Enforcement Act, 2017). Social media organizations that 

receive more than 100 complaints per year are also required to produce 

bi-annual reports that include the number of incoming complaints about 

unlawful content, the number of complaints for which an external body was 

consulted, and complaints in the reporting period that resulted in the de-

letion or blocking of the content in question (Cannan, 2022). Social media 

companies must also designate an in-country agent to manage compliance 

with the law. Failure to adhere to these requirements can result in fines of 

up to € 50 million. 
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To address a rise in right-wing violence, in 2020 Germany passed an up-

dated version of NetzDG that requires additional information from the 

platforms regarding the accounts actioned under the law. While this new 

version did strengthen the appeals process for users who feel their content 

was wrongly removed, it also requires social media organizations to provide 

Germany’s Federal Criminal Police Office with IP addresses, login infor-

mation, and passwords for accounts that post illegal hate speech (Cannan, 

2022). Facebook (Meta), YouTube, Twitter, and TikTok have filed suit claim-

ing that the revised version of Netz DG, which requires platforms to share 

user’s personal data with federal police officers, represents a violation of 

privacy law (Goujard, 2022). 

While only Germany requires platforms to comply with laws regarding 

hate speech, many other countries recognize that existing laws prohibit-

ing hate speech do apply to social media and will punish individual users 

for violations. Canada, for example, recently proposed an amendment to its 

Criminal Code against hate speech and its Human Rights Act that would 

apply to individuals who publish on the internet – including on social media, 

on personal websites, and in blog posts, as well as the operators of websites. 

If a person was found guilty of hate speech that personally identified a vic-

tim, they could be fined C$20,000. Notably, though, social media companies 

were excluded from potential liability in this proposal (Ljunggren, 2021). 

In many instances, these laws have been manipulated to silence political 

dissent. Scholars have noted that these laws are “likely to be enforced in 

ways that further entrench dominant political and societal groups and that 

further disempower marginalized individuals and groups” (Strossen & 

Lukianoff, 2021: 1).

In the United States, neither users nor platforms are prohibited from using 

or allowing hate speech on social media. However, because they are private 

entities, platforms can choose to create community standards that prohibit 

hate speech, which users are required to adhere to. As private entities, social 

media companies can curtail more speech than the government permits un-

der the First Amendment. Dissatisfied with this approach, some states have 
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begun to develop their own laws regarding content moderation. Florida and 

Texas have established regulations that would require platforms to carry 

certain speech. Those laws are being challenged and the cases are slated 

to be taken up by the Supreme Court in 2024 (NetChoice v. Paxton (2022); 

NetChoice v. Attorney General, State of Florida (2022)). Focusing instead on 

transparency, New York and California have enacted laws requiring large 

social media platforms to report what their hate speech policies and remov-

al practices are to the states. Those laws are also being challenged in court. 

Joint Efforts at Regulation

In addition to laws in individual countries and international guidance, joint 

regulatory efforts between social media organizations and states have 

emerged. Most notable among these is the Code of Conduct, which is an 

agreement between the European Commission and Facebook, Microsoft, 

YouTube, and Twitter to remove hate speech that violates community stand-

ards. The Code of Conduct, signed in 2016, recognizes the critical role these 

companies play in protecting free speech while also addressing the prob-

lem of illegal hate speech as defined by the Framework Decision on Racism 

and Xenophobia. Since its creation, several other IT companies have joined 

the Code, including Instagram, Google+, Snapchat, Dailymotion, Jeuxvideo.

com, and TikTok.

To date, there have been six distinct review periods, each lasting approxi-

mately 6-8 weeks, measuring the response time and rates for hate speech 

takedowns. In 2016, Facebook, YouTube, and Twitter removed 28.2% of 

reported hate speech. In 2021, the removal rate was 62%. The average of 

notifications reviewed within 24 hours was 81%, however, that represented 

an almost 10% decrease compared to 2020 (European Commission, 2021). 

The major criticism of the Code offered by scholars, such as Natalie 

Alkiviadou (2019), is that it relies entirely on social media users to come 

across, identify, and report hate speech instead of placing the burden of de-

tection on the social media companies themselves.
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The Santa Clara Principles on Transparency and Accountability in Content 

Moderation are another voluntary agreement that 12 major companies, in-

cluding Apple, Facebook (Meta), Google, Reddit, Twitter, and GitHub, have 

all voluntarily agreed to adhere to. The Santa Clara Principles, now in their 

second iteration, were co-created by a coalition of academics, advocates, 

and organizations. There are five foundational principles: Human rights and 

due process, understandable rules and policies, cultural competence, state 

involvement in content moderation, and integrity and explainability (Santa 

Clara Principles, 2022).  

The first principle of human rights and due process says that social media 

companies should ensure that human rights and due process considerations 

are integrated at all stages of their content moderation processes. It also 

asks them only to use automated processes to identify or remove content 

when there is high confidence in the quality and accuracy of that automat-

ed detection. In addition, it says that companies should provide users with 

clear and accessible methods of obtaining support regarding content and 

account actions. 

The second principle asks companies to publish clear and precise rules re-

garding when an action will be taken regarding a user’s content or account. 

The third principle recognizes the importance of having content modera-

tors that understand the language, culture, and social and political context 

of the posts they are moderating. The fourth principle asks companies 

to recognize that state involvement in content moderation processes can 

threaten users’ rights. Finally, the fifth principle calls on companies to en-

sure that their content moderation systems are accurate and effective and 

do not discriminate.

In addition to the core principles, this agreement also includes three oper-

ational principles. The first, “numbers,” asks companies to transparently 

report items such as the amount of content and accounts actioned, the num-

ber of appeals, the percentage of appeals that result in removal, and more. 

The second operational principle, “notice,” requires companies to provide 
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notice to users whose content is removed or their account suspended. 

Finally, the third operational principle, “appeal,” covers social media and 

other web service companies’ obligation to make the explanation, review, 

and appeal process available to users. 

Lastly, the Santa Clara Principles include two specific recommendations for 

governments and other state actors. The first, “removing barriers to compa-

ny transparency,” asks governments to make clear that companies are “not 

prohibited from publishing information detailing requests or demands for 

content or account removal or enforcement which come from state actors” 

(Santa Clara Principles, 2022). The second recommendation for state actors 

is to promote government transparency by reporting their own involvement 

in content moderation decisions, demands for data, or requests for accounts 

to be actioned. 

According to its creators, the Santa Clara Principles are not intended to be 

a template for regulation. Instead, they are designed to support companies’ 

efforts to respect human rights and enhance their accountability.

Compliance requires incentives & consequences

The snapshot provided here of the regulatory framework that currently ap-

plies to hate speech on social media is by no means exhaustive. Instead, my 

goal has been to provide examples of each of the various approaches differ-

ent stakeholders are adopting to combat hate speech on social media. As 

this overview suggests, many efforts are underway – by international bod-

ies, advocacy groups, and social media organizations – to make headway in 

how hate speech is identified in virtual spaces and how platforms respond. 

However, despite the recommendations, policies, and even laws in place, 

the problem persists. Why? I believe most of these approaches fail to hold 

platforms accountable and lack any real consequences or incentives for 

compliance. The majority of solutions offered fail to acknowledge the real-

ity that social media companies are for-profit entities whose primary goal 

is to generate profits. Many of the world’s largest social media platforms, 
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such as Facebook, Instagram, and YouTube, are owned by companies like 

Meta or Alphabet, Inc., which are publicly traded on the US stock market. 

This means that the Board of Directors for each of these companies has a 

fiduciary responsibility to shareholders to maximize profits. 

Corporations today operate by a model of corporate governance called, 

“shareholder primacy.” According to this theory, the primary purpose of 

a corporation is to generate returns for shareholders (Paladino & Karlsson, 

2019). Therefore, the singular goal driving each decision-making process 

is maximizing shareholder value. While organizations may consider the 

needs of other stakeholders, which for social media companies would in-

clude users, advertisers, employees, governments, and society at large, the 

duty to shareholders looms large over considerations made to serve these 

other stakeholder groups. Critics of this approach assert that corporate 

rights should include societal responsibilities. However, the reality is that 

in the current US corporate environment, corporations are not required to 

serve the public interest (Paladino & Karlsson, 2019).   

Nowhere is this fact more evident than in the information released by 

Facebook whistleblower Frances Haugen. In October 2021, Haugen, who 

was part of Facebook’s Civic Integrity Department, testified to the US 

Congress about how the company’s engagement-based formula helps sen-

sational content, such as posts that feature rage, hate or misinformation, 

gain traction. The cache of internal Facebook documents Haugen released 

confirmed what scholars have long suspected, that Facebook’s algorithms 

are designed to feed people extreme viewpoints to keep them on the plat-

form longer (Allyn, 2021). This engagement and attention is then sold to 

advertisers, which generates substantial profits for the organization. In 

2021, Facebook’s parent company, Meta, generated $117 Billion in revenue. 

According to the World Bank (2022), that amount is higher than the Gross 

National Income of at least 136 countries.

Scholars, activists, and elected officials have created thoughtful regula-

tions and recommendations to thread the needle between protecting free 
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expression and human dignity. However, without consequences to ensure 

compliance, I believe social media companies will continue to make deci-

sions based on what is best for their bottom line.

Moreover, the lack of transparency in the content moderation process often 

means that users, activists, and others have little insight into what is hap-

pening. As the documents released by Haugen indicate, even Facebook’s 

“transparency report” fails to capture the true scope of the problem. Like 

many social media companies, Facebook reports on the pieces of con-

tent actioned, not on the total amount of content on the site that includes 

hate speech. 

So, what do we do? To begin, any question about platforms’ content mod-

eration practices and the role of government in regulating or providing 

oversight of those practices must consider the right to free expression and 

human dignity. Governments can establish incentives and consequences to 

ensure that platforms comply with the best practices included in the vari-

ous approaches laid out in this chapter, including individual state laws, the 

UN recommendations for content moderation of hate speech, and the Santa 

Clara Principles.

Utilizing Incentives

One solution scholars have proposed would require social media platforms 

to earn their shield from legal liability. As mentioned previously, in the 

United States, Section 230 prohibits third-party intermediaries, such as 

social media platforms, from being held liable for illegal content posted to 

their sites by users. Legal scholars Danielle Citron and Benjamin Wittes 

(2017) have suggested that Section 230 be revised to provide platforms with 

legal liability only if they show that their response to unlawful uses of their 

services has been reasonable. 

This approach could be expanded to use in other countries, particularly 

those where hate speech is illegal. Rather than simply awarding immuni-

ty to platforms, governments could develop legislation that required social 
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media platforms to engage in certain activities to earn immunity. States 

could mandate that platforms ensure that their hate speech removal poli-

cies are clear and available in multiple languages. They could also require 

social media organizations to act quickly to remove illegal hate speech from 

their platforms and provide transparency reports about the content that’s 

being evaluated and, in some cases, removed. 

Unlike the German approach under Netz DG, incentivizing platforms to 

earn their legal immunity would combat the problem of online hate speech 

while at the same time avoiding some of the concerns raised regarding the 

removal of lawful expression. One of the primary critiques of Netz DG is 

that social media organizations will often remove more content than is nec-

essary to meet the requirements of the law and avoid fines. Here, platforms 

could maintain their immunity provided they engaged in certain regulatory 

activities outlined by the government (Cannan, 2022). 

Another potential incentive governments could offer social media companies 

might be in the form of tax breaks. Voluntary compliance with established 

regulations could be rewarded through a decrease in the amount of corpo-

rate taxes social media companies are required to pay. This approach could 

use the US environmental regulations as a model. In the United States, tax 

breaks are provided to individuals and organizations for environmentally 

responsible actions such as purchasing an electric vehicle or constructing 

an energy-efficient building. Similarly, governments could offer tax breaks 

to social media companies for producing transparency reports, hiring con-

tent moderators that speak the languages of the country, and other “best 

practices” outlined in the Santa Clara Principles. 

Establishing Consequences

While incentives are one way to ensure compliance, consequences for 

failing to adhere to certain content moderation practices provide another 

alternative for combatting hate speech that appears on social media. As dis-

cussed earlier, the United Nations has called on social media companies to 
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consider human rights in each stage of their content moderation practices. 

UN Special Reporter David Kaye has suggested that social media platforms 

align their approach to content moderation to adhere to UN Free speech 

law. This would mean speech restrictions prohibiting the incitement of 

hatred must conform to the requirements laid out by ICCPR 19(3), which 

states that governments demonstrate the legitimacy, legality, and necessity 

of any laws restricting free expression. 

Kaye’s proposed approach, which is supported by Strossen (2021), repre-

sents a viable pathway for navigating content moderation of hate speech. 

However, without consequences in place, social media companies have no 

reason to comply. One consequence that governments could establish for 

failure to comply would be fines. This is similar to the penalties used in oth-

er industries. For example, a chemical company that pollutes a local river 

may be fined for failing to follow established environmental regulations. So 

too could a social media platform be fined for failing to follow the guidelines 

laid out by the United Nations regarding how to limit the spread of hate 

speech and protecting users’ free expression. 

The Santa Clara Principles, while not draft legislation, also represent 

best practices for content moderation. Created by activists, nonprofit or-

ganizations, and scholars, the Santa Clara Principles call on platforms to 

respect basic human rights, establish clear, understandable rules, dedicate 

resources to ensure that ai, algorithms, and human content moderators 

have necessary cultural competencies to evaluate speech in the appropri-

ate context, protect users privacy from government interference, and be 

accountable for their decisions. One way to ensure compliance with these 

ideas would be for governments to clearly lay out what is expected of social 

media organizations regarding transparency, reporting, and cultural com-

petency and be prepared to levy fines against those platforms that fail to 

comply. For example, a country could require that social media companies 

publish their policies in all the languages spoken in the country and hire a 

significant number of human content moderators who speak those languag-

es. Fines could then be levied for failure to comply.
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An approach like this would require countries to dedicate significant re-

sources to oversight. Like the energy industry, government officials would 

likely work closely with social media companies to ensure compliance. This 

too borrows one of the most useful ideas from Netz DG, which mandates 

that social media companies designate an in-country agent to manage com-

pliance with the law.

Conclusion

Whether through incentives like earning a shield from legal liability, tax 

breaks, or consequences such as fines, efforts to regulate social media 

companies’ content management of hate speech must have teeth. It is un-

reasonable to expect for-profit companies operating under a framework 

of shareholder primacy to act against their own financial best interests. 

Therefore, we need to find financial incentives or consequences to motivate 

compliance. This is the only way to ensure that these organizations remove 

content that otherwise might be quite lucrative for them. If we want social 

media companies to take meaningful actions such as hiring more con-

tent moderators, publishing community standards in multiple languages, 

and ensuring the cultural competence of automatic detection algorithms, 

then we must motivate them using financial incentives or consequences. 

Without these in place, social media companies will remain free to pick and 

choose which, if any, of the best practices for minimizing hate speech they 

will adhere to.
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Introduction

What I look for in speech is the response of the 

other. What constitutes me as a subject is my 

question. To make myself recognized by the other, 

I only say what was with a view to what will be. To 

find him I call him by a name he must assume or 

refuse to answer me (Lacan, 1998: 301)

The analysis of hate speech in societies is not a new 

phenomenon, neither is it exclusive to Brazil. Both 

Marilena Chauí (2000) and Lilia Moritz Schwarcz 

(2019) attest that a peaceful and cordial Brazil (taking 

Sergio Buarque de Holanda’s concept out of the context 

of passionality) never existed. The Brazilian historical 

logic of colonialism, slavery and racism, bossiness, pat-

rimonialism, corruption, violence, social inequality and 

intolerance are not the fruits of contemporaneity. Hate 

speech had been used in our history as a matter of po-

litical propaganda and, currently, the biggest problem 

related to hate speech is its speed of dissemination due 

to the expressive use of social networks for communica-

tion and expression of thoughts.
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The speed of dissemination of content on the internet in Brazil is immeas-

urable, and, according to a survey carried out by Statista, of internet use 

in the country (with more than 167 million users), 93% is used for instant 

messaging, this occurs also because the social media whatsapp has Brazil 

as the second largest country in number of users in the world, around 146 

million users. The exclusive use of social media in the country accounts for 

81% of all internet use. 

Through this, it is easy to see that hate speech can reach a large part of the 

Brazilian population. Therefore, victims or vulnerable groups such as, for 

example, stigmatized populations such as the black population, women, the 

LGBTQI+ population, quilombolas, riverside dwellers, the elderly, asians, 

etc., do not have the same space to defend themselves, thus, hate speech has 

a greater impact when used in social medias, due to the fact that there is an 

increase in spread, dissemination and possibility of contact with a greater 

number of people than in the social environment.

In this way, the objective of this paper is to demonstrate the best way to con-

ceptualize hate speech or, at least, as a starting point for its hermeneutics 

to, later, demonstrate how hate speech occurs in electoral years, especial-

ly in Brazil, through the analysis of data already collected by SaferNet, 

ComunicaQueMuda and the Violence Dossier. Finally, we analyze whether 

there is a correlation between the increase in hate speech on the social me-

dia in an election year according to party political objectives as a form of 

political strategy.

Thus, to achieve the proposed objectives for the work, we use the dialectical 

method, so that we have a juxtapositive analysis in addition to the differ-

ent positions and concepts about hate speech. The analytical method of the 

data presented was used. In this way, it is concluded that we did not aim to 

exhaust the concept of hate speech, it was only used to conceptualize and 

analyze the data presented that were compared with the increase in cases 

of hate speech on the internet as a result of the global pandemic of Covid-19.
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The concept of the hate speech 

Caitlin Ring Carlson (2021) asserts that there is no society, culture or any 

media that is exempt, protected or even influenced by hate speech. However, 

the analysis of the definition of hate speech for the proposed theme needs 

more specificity.

The concept or rapid compression for hate speech has always been present 

in society, as Carlson guides, however, there are notable differences relat-

ed to the agent that propagates it, the means used, which the offense is 

targeted and for what purpose it is perpetrated. Taking as an example the 

case of nazism, especially from 1933 to 1945, when Hitler was Chancellor 

and, later, Führer of Germany, the persecution of gypsies, of black people, 

homosexuals; and especially Jews, etc., the hate speech was realized and 

legitimized as state policy.

Starting from this point and already understanding our society as a digital 

society, the biggest dangers related to hate speech are: (i) its speed of spread 

on the internet and (ii) the danger that represents the breadth of this hatred 

when hate clusters take to itself the propagation of the offense.

As the topic does not have an exact concept, as it depends on the historical 

construction of each nation, the definition we will use for hate speech will 

be with the objective of demonstrating the brazilian experience, especially 

in an election year.

In this way, Andrew Altman, conceptualizes hate speech through a per-

spective of moral and physical superiority in relation to the other persons. 

Based on this assumption, subordination is a key factor for sexist, homo-

phobic, racist and anti-religious content to be perpetuated, because

Treating persons as moral subordinates means treating them in a way 

that takes their interests to be intrinsically less important, and their 

lives inherently less valuable, than the interests and lives of those who 

belong to some reference group. There are many ways of treating people 

as moral subordinates that are natural as opposed to conventional: the 
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status of these acts as acts of subordination depends solely on univer-

sal principles of morality and not on the conventions of a given society. 

Slavery and genocide, for example, treat people as having inferior moral 

standing simply in virtue of the affront of such practices to universal 

moral principles.

Altman (1993) also emphasizes that this type of language that treats the 

other person as a moral subordinate is called speech-act and, for that, they 

need regulation and prohibition, because

In general, what are needed are rules that prohibit speech that (a) em-

ploys slurs and epithets, conventionally used to subordinate persons on 

account of their race, gender, religion, ethnicity, or sexual preference, 

(b) is addressed to particular persons, and (c) is expressed with the 

intention of degrading such persons on account of their race, gender, 

religion, ethnicity, or sexual preference.

Therefore, moral subordination in relation to the other subject can only be 

verified when analyzing the concrete case, conditioning that both Charles 

Lawrence III (1990) and Mari Matsuda (1990), do not defend. 

Lawrence III (1990) and Matsuda (1989) start from the interpretation that 

offenses that have a racist content, gender, religion, ethnicity, sexual pref-

erences already constitute moral subordination, because they are conduct 

and not discourse.

Charles Lawrence III (1990) understands hate speech as offenses, slander 

and defamation in relation to race, gender, religion, nationality, ethnicity 

and sexuality and that, therefore, starting from the fact that freedom of ex-

pression is not a right in the abstract sense, as it victims may suffer to gain 

access to the labor market. Thus, equality among all citizens will only be 

achieved in its materiality if hate speech is not carried out and it is for this 

reason that the author emphasizes freedom of expression as the end of the 

master and slave dichotomy, in the Hegelian sense.1

1.   “Most importantly, we must continue this discussion. It must be a discussion in which the victims of 
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Mari Matsuda (1989) states that hate speech is directed to race, religion, 

gender, sexual preference and, therefore, subordination needs to be ana-

lyzed in each of these hypotheses due to the different forms and biases that 

constitute each of these offenses. It is for this reason that Matsuda, when 

analyzing US jurisprudence, demonstrates that freedom of expression is 

not considered an absolute right for the courts.

Hate speech, therefore, can generate harm to the offended. Psychological 

and psychic problems, increased cardiorespiratory frequency, hyperten-

sion and the development of diseases such as depression. Heinz Häfner2 

(1968) argued that people who suffered persecution and discrimination 

based on ethnicity developed, after a certain period of time, chronic anxie-

ty and depression, a range of neuroses, personality disorders, compulsive 

obsessions, etc.

However, as mentioned elsewhere, hate speech, which has a speech-act ba-

sis, is understood as action. Nevertheless, what is more common and what 

the legal currents defend today is hate speech understood as speech and not 

as action.

The theory of hate speech understood as speech gained notoriety with the 

work The harm of hate speech, by Jeremy Waldron (2012), because when 

analyzing the limits of freedom of expression, “publications which express 

deep disrespect, hatred and vilification for the member of minority groups” 

there is a barrier that needs to be looked at more carefully so that no citizen 

has their dignity offended.

In this way, Waldron (2012), when criticizing the limits of freedom of ex-

pression conceptualized by US jurisprudence, understood as incitement 

racist speech are heard. We must be as attentive to the achievement of the constitutional ideal of equality 
as we are to the ideal of untrammeled expression. There can be no true free speech where there are still 
masters and slaves.” LAWRENCE III, Charles R. Frontiers of Legal thought the New First Amendment: 
If he hollers let him go: regulating racist speech on campus. In Duke Law Journal, jun., 1990.
2.   HÄFNER, Heinz. Psychological disturbances following prolonged persecution. In Social Psychi-
atry, 3(3), 1968: 81. Available on: https://link.springer.com/epdf/10.1007/BF00577832?sharing_to-
ken=sXhxic3dKNASfAZkmvRR3ve4RwlQNchNByi7wbcMAY6ZvMpKQkjIG7l5VzghcEc7EZas8yyc-
jQ4CkYddCyrGqV4BwqjMny_oL3mBOboXXCWNA9bhrXDli8XLcWWedURAMriW8zO1f3BhC40sx-
SfuhQ%3D%3D.
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to probable violence, but present danger, clarifies that hate speech causes 

damage, even if its consequences are not reached. The author states that 

hate speech with biases of nationality and ethnicity that correlate the Arab 

population to terrorist groups does not cause any direct action to this group, 

however, the speech itself represents harm, as it allows the questioning of 

its dignity, pushing it away. of the community.

Thus, Jeremy Waldron (2012: 35-37) develops at the beginning of his critical 

work the very concept of hate speech. The word hate cannot be understood 

as just a feeling, as it would imply establishing the difference between feel-

ing disgust for a certain thing or something and feeling hate. Thus, law 

enforcers and legislators must understand that it is not about the feeling of 

hate, but with the result that hate generates to target groups, minorities are 

always vulnerable.

The word discourse or speech also needs special attention for regulators, 

legislators and law enforcers. This is because the word emitted orally has 

the ability to hurt and this is obvious, however, vulnerable groups are 

attacked, for the most part, by written speeches and allocated in public en-

vironments. Thus, the medium in which hate speech is distributed, whether 

with posters on the streets of cities, articles in newspapers, publications, 

pictures, or even on the internet, is what refers to speech, because the as-

similation of society in contact with hate speech is what generates the moral 

subordination of these minorities and their exclusion from social life3.

Anna Laura M. Fadel (2018: 56), also based on Waldron’s concepts, she un-

derstands that

Hate speech [...] makes it difficult for individuals belonging to minority 

groups to live their lives in a dignified way. In a well-ordered society, leg-

islation is not eliminated from its basic structure, as the coercive power 

3.   “The restriction on hate speech that I am interested in are not restricttioons on thinling; tjey are 
restrctions on more tangible forms of message. The issue is publication and the harm done to individ-
uals and groups through the disfiguring our social environment by visible, public and semipermant 
announcements to the effect that in the opinion of one group in the comunity, perhaps tha majority 
members of another group are not worthy of equal citizenship”. W.J. (2012). The Harm in Hate Speech. 
Boston: Harvard Press, p. 39.
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of the State is necessary to maintain stability and social cooperation. 

It would be a kind of guarantee that individuals expect to be treated 

equally, both by the State and by other citizens. [...] Furthermore, a 

well-ordered society must cultivate and cherish a sense of security and 

a guarantee of equal consideration.

Therefore, Waldron (2012: 108-110) remember that the objectives 

that legislations that combat hate speech must adhere to are the protection 

of individuals regarding their dignity, this because, the protection of the of-

fense is related to the protection of the impacts that the effects of the offense 

generate on feelings (disgust, displeasure, embarrassment) of individuals, 

as for the protection of dignity and reputation in public spaces, it is the in-

clusion of individuals in the social environment in a decent way, without 

diminishing the elementary status of these human beings.

The hate speech on the internet

In Brazil, according to data collected by ANATEL (National 

Telecommunications Agency), 98.2% of Brazilians have a mobile telephone 

network and, of this amount, 3G technology reaches 99.3% of Brazilians, in 

a total of 5,301 cities; 4G technology reaches 94.4% of the population in 4,122 

cities. The states with the highest percentage coverage of 4G technology 

are, respectively, the Federal District, with 99.64% of residents using this 

type of technology; São Paulo came second with 98.52% and Rio de Janeiro, 

with 98.27% of residents. Even the states that have the lowest coverage of 

4G technology, there are more than 70% of residents with coverage of this 

type of technology, for example, the State of Pará, with 73.69%; Piauí, with 

71.84% and Maranhão, with 71.47% of the dwellers.

As for the use of social media, Brazil is the second largest country with 

WhatsApp users, which, in the year 2021, has about 146.8 million users 4, 

behind only India, which has about 400 million users.

4.   Data extratected from Statista.
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Moreover, of users of the Facebook platform, Brazil has about 148.57 million 

users in 2021. As for Instagram, in July 2021, the country had about 110 

million users, only behind India, with 180 million and the USA, with 170 mil-

lions of users. The latest social media, the Chinese TikTok, has 4.72 million 

users in Brazil. Twitter has, in 2021, in Brazil, about 17.46 million users.5 

In this way, the digital environment does not have a clear distinction between 

what is private and what is public and, according to Perrone and Pftscher 

(2016: 148), this characteristic makes the internet a paradoxical medium in 

which the “private is validated by public exposure.” The characteristic of the 

internet being the environment that takes any type of information to a large 

number of users, also brings the problem of the radicalization of violence, 

this is how the authors describe that:

The immateriality of the internet has generated the false impression 

that it does not produce damage and there is a questioning of the ma-

terial effectiveness of the processes it triggers. It is possible to observe 

a denial of the symbolic processes present in the flows of images and 

words that circulate on the network because, faced mainly with their 

destructive materiality, it is argued that they are just innocuous narra-

tives, a private opinion, a word without harm. 

The internet these days, together with the use a lot of social media, is the 

main public environment for the spread of hate speech, based on the con-

cepts of Jeremy Waldron. Second, Santos and Silva (2016), hate speech 

practiced on the internet has the harm of assimilation and speed of dis-

semination as we said above, thus, this language used to offend and incite 

violence to minority and vulnerable social strata, recognized as difficulty in 

recognizing the difference, however, seems to generate social gain for the 

issuers of these discourses in the digital environment. Network algorithms 

that are based on engagement favor the offending agent’s gain and, with 

that, their visibility increases and their popularity grows.

5.   All this data was extracted from the Statista platform in 2022, regarding users of WhatsApp, Ins-
tagram, TikTok, and “X,” formerly known as Twitter.
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The argument of the psychoanalytic study of language in relation to the one 

who utters hate speech responds, at least in the field of psychoanalysis, 

but that we can use it to the Law to, above all, understand the agent’s in-

tent, what the aggressor seeks, so, acoording to Perrone and Pftscher (2016: 

150-151): 

The one who utters the hate speech, not only builds himself, but also 

becomes an instrument of the Other. How does he confirm that the Oth-

er exists and is his instrument? Confirmation comes from the reaction 

provoked in the victim. Aggression addresses the victim’s traumatic 

core, around which he organizes his identity. Words hurt when they 

leave the victim mute, unable to reflect or act [...] The victim’s pain val-

idates what the aggressor seeks. The Other has to exist, to sustain the 

perverse phantom of serving the Other’s enjoyment. The invention of 

the dangerous Other (blacks, Jews, gays, etc.) acts as a significant core 

of love, capable of conjuring up disparate elements and giving a clear 

and coherent meaning. Thus, the dangerous Other gives consistency.

And this characteristic of the subject who utters the hate speech was well 

explained by Butler (2021), as the agent only replicates the speeches of the 

community in which he is inserted and, further, “whoever utters the hate 

speech is responsible for the way in which it is is repeated, for reinforcing 

this type of discourse, for re-establishing contexts of hatred and injury.” 

This pattern of hate speech, therefore, is transferred to the digital environ-

ment – ​​the offenses against race, gender, religion, nationality, ethnicity and 

sexuality observed by the first theorists of hate speech, are also repeated on 

the internet, therefore, minority and vulnerable groups that Jeremy Waldon 

cites in his work, are also the same groups that most receive this discursive 

language on the internet.

In Brazil, the SaferNet (2022)6, which receives complaints from all over the 

country related to cyber crimes, has already accounted for more than 2.5 

6.   SaferNet Brazil is a private civil association, with nationwide presence, nonprofit, non-economic, 
and without any political, partisan, religious, or racial affiliation. They are the creators and maintain-



Hate speech on social media in the electoral year context in Brazil54

million complaints of hate crime on the internet since its creation in 2005. 

According to the platform, 59.7% of these victims of hate speech are people 

black, 67% are women. In 2021, SaferNet accounted for 44,131 complaints: 

LGBTphobia accounted for 12.11% of all complaints; misogyny with the mark 

of 18.52%; racism with 12.60% and what stands out is the expressive mark of 

neo-Nazism, with 32.80%. 

Hate speech on the internet in election year

In Brazil, the use of social networks in the 2018 elections really had a high 

level of use by candidates in the election, as Jairo Nicolau (2020) demon-

strates, because from the post-redemocratization elections to the 2016 

municipal elections, any candidate needed (i) large sum of money for proper 

campaign funding; (ii) reasonable time for electoral propaganda on televi-

sion and radio and (iii) strong political support in the states of the Federation.

In addition to this electoral campaign structure, the 2018 election was the 

first general election to apply the electoral reforms provided for in Law 

13,165/20157, such as, for example, the reduction of the official period of 

electoral campaign and the reduction of the deadline for affiliation to a party 

to run for office. Also, it was the first time that the fund created exclusively 

for electoral campaigns, introduced by Law 13,488/2017, had been used.

Along these lines, and recalling the party structure used in the 2016 US 

elections, the use of social networks for the 2018 Brazilian election cam-

paign gained very high proportions. The legal regulation of social networks 

in the electoral context of that year was still incipient. In this way, politi-

cians and their campaign structures turned to acting on the networks, with 

immense movement and organization of partisan ideological groups linked 

to the, until then, candidate Jair Bolsonaro.

ers of the National Cybercrime Reporting Center, operated in partnership with the Public Prosecutor’s 
Offices and the Secretariat of Human Rights of the Presidency of the Republic (SDH) to strengthen 
actions against cybercrimes targeting Human Rights. 
7.   BRASIL. Lei nº 13.165, de 29 de setembro de 2015. Disponível em:<http://www.planalto.gov.br/cciv-
il_03/_ato2015-2018/2015/lei/l13165.htm>. Acesso em: 03 de set. de 2021.

http://www.planalto.gov.br/ccivil_03/_ato2015-2018/2015/lei/l13165.htm
http://www.planalto.gov.br/ccivil_03/_ato2015-2018/2015/lei/l13165.htm
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According Guaraty (2020), in 2018:

Brazilian access to the internet already corresponded to 64.7% of the 

population, with social networks being the most accessed sites, as well 

as the massive use of mobile phone conversation applications. The use 

of political marketing tools by social networks, although incipient, is 

marked by the decentralized way in which it reaches the population, 

even though it can be directed by target audience selection tools. The 

2016 American elections already signaled the relevance and dangers of 

electoral use of social networks, with abusive sharing practices using 

robots having been identified to expand the delivery of content and the 

dissemination of fake news.

The amount of misinformation generated, especially in the 2018 election 

campaign, is immeasurable due to the amount of shares not only on Twitter, 

but also on WhatsApp and Facebook. The advantage of WhatsApp is the 

possibility of sharing a huge amount of messages to a large mass of users, 

as there is the possibility of creating numerous groups with up to 256 (two 

hundred and fifty-six) people each.

This mobilization on social networks in an electoral environment is also 

reflected in hate speech, rallying feelings of inclusion and exclusion in the 

name of partisan ideological manifestation. With this, Kaleo D. Guaraty 

(2020), states that there is an amplification of a supposed moral superiority 

in relation to the other in an electoral environment that favors prejudice and 

political hatred against the oponente:

In addition to the programmatic content discussed in terms of disa-

greement or non-acceptance, polarization engenders forms of personal 

identity with stereotypes, prejudices, exaggerations and radicalism. 

The debate no longer revolves around ideas, but the feelings of repulsion 

towards the other, fueling fear and hatred.

Through their algorithms, social networks favor the formation of echo 

chambers, that is, a large number of users engaging in certain political or 

controversial content that causes a moral debate. According Guaraty (2020: 
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25), this is identified by the platform as extremely relevant and, thus, oth-

er content similar to this is shown to users individually and, therefore, 

these echo chambers strengthen the identification with that large number 

of users.

This movement can be described by mass psychology as identification, in 

this way, the set of individuals forming this mass generates in the uncon-

scious of the whole the image that each one is a “super strong” individual 

“among a bunch of equal companions”.

However, whenever there are mass behaviors, Sigmund Freud (2011) teach-

es that there are:

Atrophy of the conscious individual personality, the orientation of 

thoughts and feelings in the same directions, the predominance of af-

fectivity and of the unconscious psyche, the tendency to the immediate 

execution of the purposes that arise, all this corresponds to a state of re-

gression to a primitive psychic activity. [...] Even today, the individuals of 

the mass lack the illusion of being loved equally and justly by the leader, 

but the leader does not need to love anyone else, he is allowed to be of a 

lordly nature, absolutely narcissistic, but self-assured and independent. 

[...] the restless and compulsive character of the formation of the mass, 

evinced in its phenomena of suggestion, may then justly be traced back 

to its origin from the primeval horde. The mass leader continues to be 

the feared primordial father, the mass still wants to be dominated with 

unrestricted force, it has an extreme craving for authority, a thirst for 

submission. The primeval father is the ideal of the mass, which domi-

nates the ego in place of the ego ideal.

That said, it is understood that, in an election year, there is an increase in 

cases of hate speech complaints in Brazil. According to data from SaferNet, 

the 2022 elections will be the third election year in which there is an in-

crease in reports of hate crimes compared to non-election years. In the first 

half of 2022 alone, SaferNet received 23,947 complaints, which represents 

an increase of 67.5% compared to the same period last year.
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Figure 1: Reports of hate speech to SaferNet increase during election years

Hate Speech 2017

2018  
(General 
Election)

Increase 
in 2018 2019

2020  
(Municipal  
Election)

Apology for Crimes 
Against Life 10611 27713 161,17% 8182 11852

Homophobia 2592 4244 63,73% 2752 5293

Misogyny 961 16717 1639,50% 7112 12698

Neo-nazism 1172 4244 262,10% 1071 9004

Racism 6166 8336 35,10% 4310 10684

Xenophobia 1395 9703 595,50% 978 2066

Religious Intolerance 1459 1084 -25,70% 1413 1321

Total numbers of reports 24356 72041 195,78% 25818 52918

Source: SaferNet: Available on: https://new.safernet.org.br/content/
crimes-de-odio-tem-crescimento-de-ate-650-no-primeiro-semestre-de-2022. 

Figure 2: Reports of hate speech to SaferNet increase during election years

Hate Speech 2021
1º Sem 
2021

1º Sem 2022 
(General 
Election)

Increase in 
the 1º Sem 
2022 (General 
Election)

Apology for Crimes 
Against Life 7390 2374 3573 50,50%

Homophobia 5347 3206 4733 47,60%

Misogyny 8174 5593 7096 26,80%

Neo-nazism 14476 578 1273 120,2 % 

Racism 6888 1807 2237 23,7 %

Xenophobia 1097 358 2222 520,60%

Religious Intolerance 759 373 2813 654,10%

Total numbers of reports 44131 14289 23947 67,50%

Source: SaferNet: Available on: https://new.safernet.org.br/content/
crimes-de-odio-tem-crescimento-de-ate-650-no-primeiro-semestre-de-2022. 

https://new.safernet.org.br/content/crimes-de-odio-tem-crescimento-de-ate-650-no-primeiro-semestre-de-2022
https://new.safernet.org.br/content/crimes-de-odio-tem-crescimento-de-ate-650-no-primeiro-semestre-de-2022
https://new.safernet.org.br/content/crimes-de-odio-tem-crescimento-de-ate-650-no-primeiro-semestre-de-2022
https://new.safernet.org.br/content/crimes-de-odio-tem-crescimento-de-ate-650-no-primeiro-semestre-de-2022
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In analysis of this data and according to the platform, until the end of June 

2022, xenophobia (520%) and crimes related to religious intolerance (654%) 

were the hate crimes that grew the most in relation to the year of 2022. 

2021. In 2020, reports of neo-Nazism increased by 740.7% compared to 

2021, and religious intolerance and xenophobia increased by 148% and 111%, 

respectively, compared to 2019.

In addition, this dizzying increase in intolerance that hate speech generates 

on social networks, presented in 2022, was already seen since 2016.

Comunica Que Muda8, together with the Nova/SB agency, through the use 

of a word tracking software, Torabit, mapped, from April to June 2016, 

393,284 (three hundred and ninety-three thousand, two hundred and 

eighty-four) mentions in 10 researched topics: politics, misogyny, homopho-

bia, disability, racism, appearance, age/generation, social class, religiosity 

and xenophobia, 84% of the total mentions were negative. The highest per-

centages of negative mentions were racism, with 97.6%, and politics, with 

97.4%.

The survey also shows that political intolerance received 273,752 mentions, 

while misogyny, which ranks second as the bias that most received intoler-

ant speeches, received 79,484 mentions, 69% and 20.21%, respectively.

Hate speech is not a new concept and it arises especially with social net-

works, it also does not have a possible legal concept and, therefore, even 

with its measurement in social media, it is difficult to regulate. One of the 

problems for this conclusion is that the standards to recognize and protect 

the conduct are not common among the countries that try to regulate it.

Hate speech in Brazil can represent offenses against constitutional precepts, 

especially in the electoral sphere, such as, for example, the manifestation of 

8.   Comunica Que Muda It is a Brazilian communication agency that deals with sensitive issues for the 
entire Brazilian population with the goal of raising awareness and providing guidance on topics such 
as internet intolerance, suicide, among others. The essay generated the data through analyses of posts 
on Facebook, Twitter, Instagram, blogs, or websites. Every time one of the ten keywords appeared on 
any of these platforms, Torabit would collect it. Comunica Que Muda. Dossiê da Intolerância. (2016). 
Recuperado de: https://abcpublica.org.br/wp-content/uploads/2016/08/dossie_intolerancia.pdf. 

https://abcpublica.org.br/wp-content/uploads/2016/08/dossie_intolerancia.pdf
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thought, with regard to prejudice against people’s origin, race, sex, gender, 

color, age and any other forms of discrimination, discriminatory offense to 

fundamental rights and freedoms, to anything that offends the foundation 

of human dignity. There is also infraconstitutional regulation provided for 

in the Elections Law, especially arts. 57-A to 57-J, provisions that regulate 

electoral propaganda on the internet, the Electoral Code (Law 4,737/65) and 

the jurisprudence of the STF and TSE.

However, the lack of specific regulation makes accountability difficult when 

hate speech is carried out in a virtual environment. It is, therefore, up to 

digital platforms to remove content that violates the conditions of use.

Diogo Rais and Camila Tsuzuki (2021), recall that, according to the project 

“victims of violence”, during the 2018 election campaign, it gathered report-

ed cases of victims of aggression motivated by political intolerance in Brazil 

since August 15, 2018. 88 cases, including assaults, murders, vandalism and 

threats, against women, LGBTQs and political opponents in more than 18 

states in the country. 

Also in 2018, the Brazilian Association of Investigative Journalism (Abraji) 

recorded 156 cases of violence against journalists and communicators who 

were in a political, electoral and/or partisan context. Of this amount, 85 of 

them took place in the virtual environment (on the internet) and 71 cases 

took place physically9.

In the context of the increase in cases of hate speech during elections in 

Brazil, there was an increase in these cases when the world pandemic of 

covid-19 began in March 2020. This is what Dietch the Label demonstrates, 

which carried out searches on the internet in the period from 2019 to 2021, 

in the US and UK, obtained surprising results: (i) there was an average of  

9.   “The data collected by Abraji’s monitoring in 2018 was mentioned in the annual report of the 
non-governmental organization Human Rights Watch, released on January 17, 2019, when dis-
cussing Brazil. On January 1, 2019, two journalists from different media outlets were targeted on 
social media after expressing dissatisfaction with the working conditions of the press during Pres-
ident Jair Bolsonaro’s inauguration.” Available on: https://www.abraji.org.br/noticias/abraji-regis-
tra-156-casos-de-agressoes-a-jornalistas-em-contexto-politico-eleitoral-em-2018.
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new hate posts about race or ethnicity every 1.7 seconds; (ii) there has been 

an increase in hatred against the Asian population by 1,662% since the be-

ginning of the pandemic; (iii) There was a 28% increase in hate speech based 

on racism; (iv) gender-biased hate speech rose 14%; homophobia with an in-

crease of 85%10. 

This data can be seen by the significant increase in the removal of content 

classified as hate speech by the main social media. For example, worldwide, 

Facebook, as shown in Image 2, has removed 192.6 million offensive posts 

since 2020 to date.

Figure 3: Facebook hate speech removal (in millions)

The increase in the removal of hate speech by Facebook in the period of the covid-19 
pandemic.  
Source: Retrieved from:https://www.statista.com/statistics/1013804/
facebook-hate-speech-content-deletion-quarter/

This same curvature can be verified when analyzing the removals of hate 

speech on the social network Instagram in the world.

10.   Available on: https://www.brandwatch.com/wp-content/uploads/2021/11/Uncovered_Online_
Hate_Speech_DTLxBW.pdf .

https://www.brandwatch.com/wp-content/uploads/2021/11/Uncovered_Online_Hate_Speech_DTLxBW.pdf
https://www.brandwatch.com/wp-content/uploads/2021/11/Uncovered_Online_Hate_Speech_DTLxBW.pdf
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Figure 4: Removal of hate speech content by Instagram (in millions)

Source: Available on: https://www.statista.com/statistics/1275933/
global-actioned-hate-speech-content-instagram/.

From the analysis of these data, we can infer that hate speech on the inter-

net in the context of the covid-19 pandemic also increased in Brazil, which 

was exacerbated with the municipal elections of 2020 and also the general 

elections of 2022, as already demonstrates SaferNet. However, even with 

the efforts of social media platforms themselves to remove offensive content 

from their usage practices, hate speech grows in Brazil in election years, 

with an increase of 650% in the first half of 2022 compared to the same 

period of 202111.

Therefore, the scope that hate speech can reach when perpetrated in an 

electoral environment and context is possible to obscure the free conviction 

of the voter who is having access to this large amount of messages on social 

networks. This is because, as Kaleo D. Guaraty (2020) advises, “it presents 

itself with an appearance of truth and high value [...] But the value is prag-

11.   “Complaints increase in election years; in the first six months of 2022 there were 23,947 com-
plaints, 67.5% more than the same period in 2021”. Available on: https://new.safernet.org.br/content/
crimes-de-odio-tem-crescimento-de-ate-650-no-primeiro-semestre-de-2022.
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matically low, since there is an identifiable consensus that hate speech is 

never scientifically supported, and it does not present any development to 

the topic involved.”

Conclusion

Hate speech is extremely harmful to societies, as it transfers to public de-

bate and makes common opinion characteristics that greatly offend the 

dignity of vulnerable groups, referring them to their non-existence or even 

denying the existence of this other. This problem can be even more deleteri-

ous when directed in the electoral context and here there are two important 

characteristics related to hate speech, namely: (i) the first of them is the 

very choice of representatives who endorse such practices, which would 

harm any state advance in legislative and administrative terms in the fight 

against hate speech and even the relativization of the problem and also (ii) 

political intolerance that tries to delegitimize the political-ideological choice 

of vulnerable groups and minorities, and may even culminate in physical 

violence.

The present work was not intended to delimit the parameters and limits 

of freedom of expression to analyze hate speech. However, for its very 

existence in the world, this value (or right) is essential and it is clear the 

understanding that only the identification of hate speech and its limits and 

restrictions are not adequate to create a doctrine regarding hate speech.

However, the data presented demonstrate that there are salutary character-

istics when performing quantitative analysis. The first is that hate speech 

is not an exclusive phenomenon of social networks and, as a characteristic 

and reflection of life in society, it seems to increase, because there is an 

increase in the individual’s contact with more people. Another important 

point and consequence of the first is that it is not possible to manipulate 

hate speech in order to remove it from the social context, whether physical 

or virtual. Hate is part of the circle of affections and its characteristic can 

only be manipulated, whether for greater or lesser intensity. Therefore, the 
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effort to modify this system goes beyond the behavior already performed by 

digital platforms in changing their algorithms and removing this content.

In order for the elections and, above all, voters to not be affected in their 

convictions, restrictions and the debate on hate speech must go through 

parliament. We suggest three methodological areas: (i) the first is deontolog-

ical, which analyzes the impact of hate speech in conflict with fundamental 

values and rights; (ii) regarding the purposes and goals of hate speech regu-

lation and (iii) empirical standards for measuring concrete damages.

The present study demonstrated that electoral hate speech in Brazil did not 

only stem from the 2018 general elections, as it appears. Hate speech on so-

cial media has started to show strength in electoral contexts since the 2014 

elections and was the driving force of the 2016 US elections, with the use of 

social media as a marketing structure and legal strategy.
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Introduction

Political science has studied electoral competition, 

analyzing the conflict between political parties, the 

role of its leaders, abstentionism, and the role of so-

cial networks as new forms of political communication 

(Restrepo, 2023), among others. Another part of the re-

search has focused on the disconnection between the 

potential voter and politics. In fact, there is concern 

about political apathy and low political engagement1 

among voters (Delli Carpini, 2000).

Several authors who have analyzed the electoral behav-

ior of young people characterize them with high levels 

of cynicism and apathy towards politics (Buckingham, 

1997; Delli Carpini, 2000). However, the results are 

not conclusive since part of the research indicates that 

cynicism is not consistently associated with apathy 

1.   Political engagement includes a wide range of activities through which 
citizens develop and express their opinions, seek to participate in and shape 
the decisions that affect their lives. 
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and political participation (Austin & Pinkleton, 1995; Pinkleton & Austin, 

2004). Colombian voters show high levels of apathy with political process-

es. Abstentionism has been studied as a structural phenomenon that ranges 

between 40% and 60% depending on the election (Barrero et al., 2013).

On another path, research on social networks shows that they function as a 

mechanism of communication, public opinion creation, and possibly engage-

ment with political processes, but at the same time, as a space to generate 

fake news and hate speeches. Moreover, research shows that negative cam-

paigns, which usually incite hate and polarization, achieve more engagement 

(Geer, 2012; Geer, 2006; Lau & Pomper, 2002; Lau, Sigelman & Brown, 2007).

The goal of this chapter is to analyze the presidential elections in Colombia 

2018 and the impact of the social network Twitter® (now X)2 during this con-

test, to try to explain the dynamics of electoral competition based on the 

communication in this social network. Additionally, an attempt is made to 

analyze the political interest that we will call political engagement with those 

candidates who are active in the use of Twitter® and who have aggressive and 

negative speeches. This text aims to understand and explain the new ways 

of doing politics in social networks. Thus, it contributes to the debate on 

this topic by analyzing the electoral contest and the use of social networks 

to generate engagement. It is important to note that aggressive and negative 

speeches increase as an interaction between presidential candidates.

Social networks play a fundamental role in political campaigns as they 

are political spaces aiming to capture the interest of potential voters for 

the sake of gaining power. A commonly employed tactic is negative cam-

paigning, which seeks to highlight the opponent’s weaknesses instead 

of highlighting one’s qualities (D’Adamo & Garcia Beaudoux, 2015). Its 

benefits include increasing citizens’ interest and attention in elections, 

stimulating public debate, and simplifying the decision for some voters. 

These campaigns show an immediate and short-term effect, generating a 

2.   Although the social network formerly known as Twitter® has undergone a name change and other 
terminology updates (Blanco, 2023), this chapter will continue to refer to it as was before, with messa-
ges being referred to as Tweets and shares as Retweets.
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high level of citizen participation and attracting attention to politics, either 

directly or indirectly (Lau, Sigelman & Brown, 2007). 

In Colombia, telecommunications infrastructure and network access allow 

high levels of connectivity. By 2017, the country reached a figure of 28.4 

million broadband internet connections. In this context, the social network 

Twitter®, introduced in 2006 as a short message system intended primarily 

to serve as a mobile application, has now become a vast news and informa-

tion network that is used worldwide by millions of people across multiple 

platforms (Morris, 2009). 

Users of this social network, apart from being able to post tweets – messag-

es of around 280 characters – and redirect them to other users – retweets –, 

but the can also be included in lists of popular topics and can choose to par-

ticipate in discussions using different types of media: text, links, hashtags, 

trending topics, videos, and images. In this way, users, especially young 

people, participate in the production and reproduction of information, news, 

knowledge, and content, thus enriching the electoral political arena.

It is important to note that social networks, such as Twitter®, enhance 

political movements and citizen debates, new mode of participation (de 

Casas-Moreno et al., 2023), and so can be used to transmit hate speech 

and intolerance towards opponents, which can provoke controversy (Geer, 

2012). Negative campaigns taken to the extreme can lead to adverse con-

sequences, such as the boomerang effect, the victim syndrome, and the 

double harm effect (D’Adamo & García Beaudoux, 2015).

However, negative campaigns have been found to increase political par-

ticipation or at least make citizens more resilient to them, rather than 

demobilizing electoral participation (Brooks, 2006). Hopp and Vargo’s (2017) 

study found that during the 2012 US presidential election, increased lev-

els of negative campaign ads correlated with increased citizen activity on 

Twitter®, indicating increased political participation. This highlights the 

importance of social networks in political participation, particularly in the 

context of negative political campaigns.
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This study explores the impact of Twitter® on the 2018 Colombian presi-

dential elections, analyzing the dynamics of electoral competition through 

communication on this platform. It also examines the level of political en-

gagement among candidates who use negative campaign elements on this 

microblogging social network.

Literature review

About social networks and political behavior

Studies show that the use of Information and Communication Technologies 

(ICTs) in proselytizing activities improves the relationship between candi-

dates and voters (Stanyer, 2005). For this reason, in recent times, candidates 

and their political parties around the world are leveraged social networks to 

reach the masses of citizens (Hong & Nadler, 2012). Moreover, Stanyer (2005) 

asserts that without ICTs, it would be very difficult for candidates and politi-

cal parties to mobilize their followers and convince undecided voters.

Considering the above, it can be said that the value of social networks in 

the success of an election lies in the interconnection with more traditional 

media, such as television, radio, and newspaper, to provide a platform that 

allows for greater democratic participation, inclusion, and expression, espe-

cially among young voters (Essoungou, 2010). 

Furthermore, social networks also have an impact, on the one hand, in re-

inforcing pre-existing political values, which are inherited and transmitted 

through interpersonal interactions. On the other hand, they also facilitate 

the formation of new connections, which are exclusively achieved through 

online communication (Di Fátima & Carvalheiro, 2023). This is particularly 

relevant in the context of young people, who are the most connected demo-

graphic group because they are the ones who use social networks the most 

for various reasons, including the search for political information.

These networks helps to inform themselves, to share information, often 

spreading fake news, and to interact more horizontally and democratically 
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with candidates. In the study conducted by Essoungou (2010), a correlation 

was found between the participation of young people and the dissemina-

tion of messages on social networks. The results show that social networks 

are an important platform for the exchange of political information among 

young people.

The study conducted by Manfredi and González (2019) explains how the 

media play a fundamental role in establishing public agenda items. As 

Holgado González (2003) explains, the media are crucial in the functioning 

of democracy since they serve as information channels for citizens who will 

exercise their right to vote. 

For this reason, technological advances and the incorporation of new tech-

nologies into campaigns have led to part of the electoral competition taking 

place in non-traditional scenarios. In this sense, social networks are po-

sitioned as a new space for political competition, where more direct and 

personal interactions between candidates and their potential voters are 

evident. This type of behavior changes the electoral dynamics, influencing 

opinions and voting intentions.

In this way, communication becomes central to the campaign strategy. 

Manfredi, González, and Biojó (2019), study the dynamics of electoral 

competition in the communication of candidates on Twitter®. One of their 

contributions is related to the attacks in the media and social networks and 

how to respond to them when the number of resources to invest in a cam-

paign is limited and does not imply a substantive change in their strategic 

campaign plan. Thus, attacks in social networks are presented as a tactic 

to maintain balance and establish agenda items or agenda-setting (Cohen, 

2015; McCombs & Shaw, 1972).

Social networks have become an effective medium for political communi-

cation due to their easy accessibility, ability to reach large audiences, low 

barriers to entry, and real-time feedback potential (Lee & Xu, 2018). As a 

result, they are now a tool that political candidates must consider due to 

their versatility and immediacy in conveying messages to potential voters. 
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Therefore, social network platforms like Twitter® have become essential in 

political campaigns (Lee & Xu, 2018) as they shift the focus from political 

parties to individual candidates.

Spierings and Jakobs (2014) have researched the influence of social net-

works on electoral behavior. As stated by Lee and Xu (2018), this platform 

enables users to share their profiles and tweets with a wider audience. In 

addition, Twitter® provides a simple format that allows interaction between 

candidates and voters, improving their relationship over time. This can be 

particularly important in highly personalistic political systems, such as the 

one in Colombia (Carey & Shugart, 1995). According to Pérez-Curiel and 

García-Gordillo (2018), a political candidate’s personalization can lead to a 

high rate of user response, including likes, retweets, and comments, which 

may exceed the activity of the party on the social network.

Social networks have served to gain visibility for political parties and their 

candidates. This visibility can have a positive correlation with the effec-

tiveness of the results (Yamamoto, 2010). Hence, it can be said that social 

networks have an impact on political participation and that this relationship 

can be enhanced when citizens believe that they can effect change through 

their participation (Abramson & Aldrich, 1982). Using social networks, vot-

ers can access information more easily, as well as create a bond of trust 

with candidates, therefore, it is expected that political participation and po-

litical engagement will increase thanks to the use of new technologies. 

It is crucial to examine the reasons for the rise of hate speech in political 

discourse worldwide. Restrepo (2023) argues that the rise of social networks 

has contributed significantly to this phenomenon, as individuals now have 

vast platforms to disseminate information; thus because of the decentralized, 

anonymous and interactive structure of such networks (Msughter, 2023).

The expansion of social networks has created new spaces for debate, facili-

tating access to diverse perspectives and opinions, and increasing political 

participation in a digitalized world. However, the increased circulation of 
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content promoting hate speech and hate crimes has also been observed in 

direct proportion to this accessibility (Amores et al., 2021).

The availability of various speeches, opinions, and ideologies, including ex-

tremist ones, provides suitable platforms for the dissemination of social, 

cultural, and political information that may contribute to the development 

of extremist practices and rhetoric. The dissemination of unverified infor-

mation through social networks is a growing concern due to legal loopholes 

that make it difficult to distinguish between freedom of expression and hate 

speech (Bustos Martínez et al., 2019). This contributes to the creation of 

digital spaces that promote intolerance, limit exposure to different points of 

view, and ultimately lead to political polarization.  

About the Colombia case related to this matter

The reality of the effect of hate/polarizing speeches can be evidenced in 

many cases, day by day, in the world political arena; however, it is signif-

icant to bring it down to the Colombian case with a highly mediatic event 

that marked a before and after of social networks in Colombian political 

campaigns: the 2016 Peace Plebiscite.

After almost 60 years of internal armed conflict in Colombia, in 2016 

President Juan Manuel Santos called on Colombians to vote in a plebiscite 

to approve (Yes) or reject (No) the signing of the Peace Agreement with the 

FARC3 after 4 years of negotiations. Both the negotiation process and the 

plebiscite campaign were highly publicized events in the media and the so-

cial networks of actors for and against the agreement. In the end, and to the 

surprise of the whole world, the ‘No’ option won at the polls in Colombia, 

although not by much (Basset, 2017). 

Juárez Rodríguez & Restrepo Echavarría (2022) called Colombia a “pio-

neer in the rise of disinformation and manipulation structures by populist 

3.   Spanish acronym for Fuerzas Armadas Revolucionarias de Colombia-Ejército del Pueblo (FARC-EP), a 
far-left Colombian insurgent guerrilla organization founded in 1964. Henceforth, it will be referenced 
in this chapter as FARC.
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movements and far-right formations” in recent decades because of the 

intense opposition campaign led mainly by the Democratic Center party 

headed by former President Álvaro Uribe, but also reinforce as a unique 

message with all congressmen this political party (Cifuentes & Pino, 2018). 

The strategy used by the opponents that gave them the victory was guided 

by emotions. It was a campaign based on feelings of hate, fear, and, above 

all, a characterization of society between the “good Colombians” – who 

voted no as a symbol of protest to impunity and considered themselves 

as the traditional good patriots – and the “bad Colombians” – who handed 

Colombia over to the FARC –. Another successful strategy planned by the 

opponents was the creation of a discourse of suspicion and complete rejec-

tion of Castrochavismo – referring to a sort of communist movement that 

brought Venezuela (the neighboring country) to ruins – that would arrive in 

the country in case a Peace Agreement was signed. 

Opposition sectors used these strategies to polarize, misinform, manipu-

late, and spread discourses of hate and fear to a population exhausted and 

hurt by an extensive conflict, and saturated with information on the nego-

tiations for the end of the conflict to reject what would be a historic Peace 

Agreement in the region (Rodríguez et al., 2022).

The reason for the great success of the negative campaign used in the pre-

vious case is shown by Manfredi et al. (2019) when they argue that negative 

messages attract attention because they generate conflict and controversy, 

which allows them not to be easily ignored or forgotten. It is not a question 

of whether a positive campaign is preferable to a negative campaign, but of 

the impact it is intended to leave on potential voters.

Any candidate using a negative campaign seeks to generate a motivational 

impression that makes voters think that they are “strong, tough” to, in the 

same way, make their opponent look weak and lacking in character. By hav-

ing more visibility and being seen as strong, candidates have the possibility 
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of discussing issues of their interest or convenience; this is, ultimately, one 

of the great purposes of political campaigns. 

Notwithstanding the above, it is not prudent to argue that the use of neg-

ative campaigns full of hate speech is always preferable in all cases. Nor 

is it a matter of using negative campaigning as the only political strategy 

(D’Adamo & Garcia Beaudoux, 2015). What it is seen in the political arena is 

a mix of moments when a positive campaign is necessary and others when 

a negative campaign, which is more impactful, generates greater results. 

The 2018 presidential election in Colombia is, to some extent, an example 

of this.

These elections are noteworthy because they happened post plebiscite for 

the peace accords where the ‘No’ won for reasons explained above. The po-

litical environment at the time was marked by disagreements and quarrels 

inherited from the highly mediatized campaign for and, above all, against 

the ‘Yes’ option. Consequently, the debates of the moment revolved main-

ly around peace and conciliation issues, although each candidate had their 

own flagship issue. 

Gustavo Petro and Ivan Duque were the candidates who contested most ag-

gressively. Petro continued with the peace themes he supported in the 2016 

plebiscite by being part of the pro-candidates (those who were called com-

munists, castrochavistas) and Duque was a relatively new political actor 

whose theme was entrepreneurship/economy and who had the support of 

Álvaro Uribe, the biggest opponent of the peace agreements and one of the 

most active politicians in social networks (Twitter®) to express his disagree-

ment (Suárez Álvarez, 2024).

Methods and data

This chapter presents an analysis of the data from Manfredi et al. (2019), 

which covers the last 90 days before the first round of the presidential elec-

tion on May 27, 2018. This period corresponds to the three months allowed 
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for an electoral campaign in Colombia (Ley 130 de 1994). The study of the 

2018 presidential electoral campaign is motivated by the highly polarized 

political context in which this election took place, mainly in the social net-

work sphere (Chenou & Restrepo, 2023). 

This was the first presidential election after two consecutive terms of the 

Santos administration, which focused on the signing and implementation of 

the peace agreement with the FARC. In the last two decades, the peace pro-

cess has been a highly divisive and tense issue among the national political 

class, elite, and Colombian society in general. Twitter has been the primary 

social network for expressing both support and opposition to this state pol-

icy (Vallejo Mejía et al., 2022).

The selection of Twitter® messages was carried out using Twitonomy, a tool 

that allows the analysis and monitoring of trends of messages on this social 

network. The five presidential campaigns with the highest voting intention 

were followed: Humberto de la Calle (@DeLaCalleHum), Sergio Fajardo (@

sergio_fajardo), Germán Vargas Lleras (@German_Vargas), Iván Duque (@

IvanDuque), and Gustavo Petro (@petrogustavo), and a total of 10,603 tweets 

were collected for this study period.

Table 1 shows the descriptive statistics of the study, which were obtained 

from the twitonomy application and refined between the months of June and 

July 2018. In general, the two candidates who register the highest use of the 

social network are Gustavo Petro and Humberto de la Calle, with 3,077 and 

2,123 messages, and an average of 34 and 24 tweets per day, respectively. The 

accounts of Petro and Sergio Fajardo are the most followed on Twitter®. 

The accounts that have generated the most engagement in terms of likes and 

retweets according to their messages are those of Petro and Iván Duque. 

These two candidates were the ones who finally went to the second round 

on June 17 in same year, and it was Iván Duque who obtained the highest 

number of votes making him the 41st president of the Republic of Colombia.
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Table 1. Descriptive data

Candidates Tweets Followers Likes Retweets Activity* Visibility** Engagement***

de la Calle 2.123 158.295 1.339.023 391.778 24 336.060.285 247.103.040

Fajardo 1.875 1.285.416 1.253.043 403.692 21 2.410.155.000 269.783.165

Vargas Lleras 1.763 784.946 362.593 186.133 20 1.383.859.798 38.281.635

Duque 1.765 360.900 1.280.220 693.997 20 636.988.500 503.381.779

Petro 3.077 3.166.804 4.207.365 1.555.742 34 9.744.255.908 2.127.258.511

Total 10.603 5.756.361 8.442.244 3.231.342 118 61.034.695.683 2.572.835.765

Note: * Average number of tweets per day (Tweets/90 days). | ** Maximum possible reach 
(Tweets x Followers). *** Average interaction between user reactions to published tweets (Likes 
x Retweets / Tweets). Source: Own elaboration based on data from Manfredi et al. (2019).

To characterize the interactions between the candidates in terms of aggres-

siveness, the number of cross-mentions was identified, i.e., when a candidate 

included the user or directly mentioned another candidate. This type of 

message is part of a communication strategy, as a kind of aggressiveness at 

a tactical level, established through the competitive dialogue between the 

candidates. Thus, if a candidate sends messages that are more assertive or 

confrontational to their opponents, we label their behavior as aggressive 

(Aggressor). Conversely, if a candidate receives a significantly higher num-

ber of such messages, we label the recipient as aggressive (Target).

As a final methodological consideration of this study, it is proposed to study 

the favorability of the candidates based on the voting intentions reported in 

Cifras & Conceptos (C&C) during the campaign period. For this, the results of 

two findings are included, one at the beginning of the period in March 2018, 

whose report collection date was February 23 to 26, and one at the end of 

May 2018, whose report collection date was May 14 to 17 (Sonneland, 2018).

Results

The following results are based on an analysis of the 2018 Colombian pres-

idential elections and the impact of Twitter. The study examines the level 

of commitment received by the main five candidates in terms of voting 
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intention through their aggressive messages on this social network. It con-

siders the variation and influence of these messages on electoral support 

surveys during the study period.

Figure 1. Candidate non-aggressive tweets vs. aggressive tweets

Source: own elaboration based on data from Manfredi et al. (2019).

To begin with, Figure 1 shows the ratio of messages identified as aggressive 

to the total number of tweets published by each candidate. As can be seen, 

during the 3 months of monitoring, Petro was the one who published the 

most messages related to his electoral rivals. The candidate Duque reports 

the opposite case with a significantly lower value.

Due to the 280-character limit per message, it can be assumed that Twitter® 

is used as a means of communication in a strategic and calculated manner, 

consistent with a political message (Abadía et al., 2023). Trills, in this sense, 

constitute a type of textual narrative that reflects emotions resulting from the 

externalization of cognitive representations of the experience (Kleres, 2011).

Compared to the 2022 presidential scenario, this study reveals an ag-

gressive tone in messaging characterized by friend-enemy relationships 

between candidates. This may be influenced by the peace process and 
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compliance with its agreement, which has led to high political polarization 

(Manfredi et al., 2021).

Gustavo Petro was the most aggressive candidate (see Figure 2), with the larg-

est number of followers on Twitter®, he was the candidate who most used this 

social network as a means of connecting with his voters, and the least tolerant 

(Manfredi et al., 2019). His campaign was aggressive against his strongest 

opponent and having the largest number of followers, his tweets were highly 

reproduced and debated; his campaign was polarizing and appealed consid-

erably to feelings and emotions that sought to belittle Duque, making him 

appear to public opinion as an unacceptable and morally inferior candidate, 

criminalizing his opinions and radicalizing the political message he commu-

nicated to his followers (Prada Espinel & Romero Rodríguez, 2019).

Figure 2. Candidates sending aggressive tweets vs. being the target of aggressive 

tweets.

Source: own elaboration based on data from Manfredi et al. (2019).
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Ivan Duque, on the other hand, was a more passive candidate, he had a 

considerably lower number of followers on Twitter® than Gustavo Petro and 

his campaign tried to cover issues other than peace and its agreements; his 

speech focused on entrepreneurship and the orange economy. They were 

completely different campaigns, without departing from the characteristic 

personalistic contests based on mainly ideological attacks that increased 

polarization (Geer, 2006), which led to the election of Ivan Duque as the new 

president of the nation.

When comparing the previous comments to the results of the Cifras & 

Conceptos voting intention survey, it is evident that Duque experienced the 

greatest increase in support between March and May, despite starting at the 

same level as candidate Petro (see Figure 3).4 Humberto de la Calle’s voting 

intention remains at 4%, indicating that his visibility as a leader at the peace 

negotiation table in Havana did not necessarily translate into electoral sup-

port, as he may have anticipated before entering the 2018 presidential race.

Furthermore, although Petro and de la Calle were the candidates who pub-

lished the most tweets during this period, their relative positioning in the 

electoral sphere was minimally impacted. In contrast to Germán Vargas 

Lleras, who can also be considered an aggressive candidate on Twitter®, 

Petro’s criticism of his opponents on social networks did not significantly 

increase his voting intention. 

This variation dialogues with the assertion that indicates that to the extent 

that political cleavages are deconstructed as well as links with tradition-

al actors and organizations, the voting decision tends to become clearer as 

election day approaches (Luengo & Peláez-Berbell, 2017). It is important to 

note that the survey included in this study was conducted ten days before 

the May election.

4.   Values correspond to the answer to the Polimetric survey question: Which of the following possible 
presidential candidates would you vote for? (C&C, 2024).
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Figure 3. Variation in voting intention for presidential candidates, March-May 2018 

(Cifras & Conceptos)

Source: own elaboration based on data from Sonneland (2018).

During this three-month period, candidate Duque experienced the greatest 

growth (see his circle sizes in Figure 4). Although he was the main target 

of other candidates’ messages, this worked in his favor by increasing his 

visibility. This was in addition to the strategies employed by his campaign 

team, political party, and other strategic allies. 

As an example, this presidential election has two elements that energized 

the issues of the electoral campaign; on the one hand, there is the 2016 

Peace Plebiscite as a precedent, and on the other the figure of former presi-

dent Álvaro Uribe behind the candidate Duque of the Democratic Center as 

an emotional effect of approval on a significant part of the voters (Milanese 

& Serrano Corredor, 2021).
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Figure 4. Variations in candidates’ voting intentions and aggressiveness in their 

Twitter® communications (March-May 2018)

Note: Circle sizes indicate the degree to which the Aggressor and Target profiles differ 
among the candidates. Source: own elaboration based on data from Sonneland (2018) and 
Manfredi et al. (2019).

From another perspective, as Murthy (2015) highlights, having an aggressive 

social network profile does not necessarily lead to better polling results, as 

demonstrated by the experience of candidate Petro in 2018. Contrary to ex-

pectations, being the target of negative appeals may increase voters’ desire 

to seek out new information, leading them to learn more about the candidate 

and potentially influencing their support for them (Gelman et al., 2021).

Figure 4 shows that during the three-month study period, the patterns of 

social network use were more similar among the candidates Fajardo, de la 

Calle, Vargas Lleras, and Petro. That is, the candidates are more inclined 

toward an aggressive type of profile, except for Fajardo who is slightly 
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inclined toward a target-type profile. Additionally, the survey shows that 

some candidates registered a maximum growth of 6 points in the vote in-

tention survey, while others remained stagnant between the two moments 

of observation, as previously stated with candidate Humberto de la Calle. 

This happens at some distance from candidate Duque.

Conclusions

This is a preliminary exploratory study that aims to show the engagement 

produced by hate speech and negative discourse in elections in polarized 

contexts. Overall, this study is trying to contribute to the understanding of 

Twitter® as an extensive tool used by political campaigns and candidates to 

promote their proposed political agenda, engage with their existing follow-

ers, and attract new supporters by spreading short but powerful messages. 

Some of these messages are related to content that tends to discursively 

attack the opponent by discrediting his program proposals, public appear-

ances speeches, and campaign actions.

The results of the first round of the 2018 presidential race indicate that can-

didates who engage in aggressive behavior on social networks, particularly 

Twitter®, and receive a high volume of aggressive messages tend to perform 

better in the elections. It is important to note, however, that this correlation 

does not necessarily imply causation. We hope in the future to expand our 

study and contribute to the understanding of how hate speech in electoral 

campaigns, although it can contribute to engagement, generates a detri-

ment to democracy.

Future studies should explore hate speech in other highly polarized political 

climates from a comparative perspective. Additionally, studies could examine 

not only the candidate’s profile but also the users who are part of their support 

group, considering these actors as an extension of their scope of coverage. 

Another area of research could involve examining hate speech beyond elec-

toral contexts, particularly during times of government crisis when political 

figures are exercising their elected positions. It is important to understand 
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the terms under which this interaction with the audience occurs, the rela-

tionships between political actors from the same party or political line, and 

those in direct opposition.

As is common, this study faces some limitations when it comes to explain-

ing the phenomenon studied. Firstly, there is no direct relationship between 

the link that is woven between aggressive messages on social networks, 

voting intention, and electoral results. However, this type of communica-

tion action aims to allocate new voters, mainly due to a strategic campaign 

orientation. 

Another limitation is related to the change in Twitter®’s information use pol-

icy, which required us to revisit a database created in 2019. However, this 

highlights the importance of protecting research data, which can capture a 

snapshot of a specific historical moment, viewed through different lenses at 

different times.

Finally, it is important to note that understanding the electoral campaign 

solely through one source, such as Twitter® in this case, may lead to the as-

sumption that other social networks and traditional media have equal levels 

of message dissemination, interaction, and engagement. While it is recog-

nized that this is not always the case, this study focuses on one of the main 

channels of interaction between candidates and the electorate in recent dec-

ades, not only at the Colombian level but also worldwide.
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Introduction

The Internet is a great tool than can help to exercise hu-

man rights and it is growing in importance every day, 

even more as many aspects of life are being rapidly dig-

italised such as work or education. It is an instrument 

that can help access information since any point of the 

world and reach millions as an audience without the 

previous filters that traditional media had. However, 

it also poses serious risks for our democracies and can 

give a powerful loudspeaker to people that want to ex-

tend hate speech at scale.

Europe prides itself for having a robust system of hu-

man rights protection including freedom of expression 

but at the same time to fight strongly hate-speech. New 

challenges arise in the Internet due to its very nature. 

The Council of Europe was a pioneer in this sector and 

the European Union (EU) has been pressured in the last 

years to deal with this problem as part of the digital 

single market.

In this chapter, regarding the Council of Europe 

(Section 2), the analysis covers its soft law, the Protocol 

to the Budapest Convention and the case-law of the 

1.  Member of the research team of the project “Towards a person-centred 
digital transition in the European Union” (TRADIPER). This publica-
tion is part of the TED2021-129307A-I00 project, funded by MCIN/
EIP/10.13039/501100011033 and the European Union’s “NextGeneratio-
nEU”/PRTR.
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European Court of Human Rights. Regarding the EU (Section 3), it assesses 

the E-Commerce Directive, the Audiovisual Media Service Directive, the 

Code of Conduct on countering illegal hate speech online and the Digital 

Services Act.

Measures to fight hate speech by the Council of Europe

The Council of Europe is the main intergovernmental organization working 

in Europe to promote and protect democracy, human rights and the rule of 

law.2 It is considered a leader in fighting hate speech as it was the first to 

adopt an official definition of it in 1997.3 

Soft-Law

In 2022, the Committee of Ministers passed a new Recommendation on 

hate speech updating the previous standard to the current situation and the 

expansion of the Internet. It called on governments to develop comprehen-

sive strategies to prevent and fight hate speech, including the adoption of 

an effective legal framework and implementing adequately calibrated and 

proportionate measures.4 

Following the Recommendation, States should: ensure that their legislation 

addressing hate speech covers online hate speech and contains clear and 

foreseeable provisions for the swift and effective removal of it; define and 

delineate the duties and responsibilities of State and non-State actors in 

addressing online hate speech; require internet intermediaries operating 

within their jurisdiction to respect human rights, including the legisla-

tion on hate speech, to apply the principles of human rights due diligence 

2.   The Council of Europe is formed by 46 Member States, this includes the 27 Member States of the 
EU.
3.   In its Recommendation No. R (97)20 of the Committee of Ministers on “Hate Speech” of 30 October 
1997, it defined “hate speech” as “covering all forms of expression which spread, incite, promote or 
justify racial hatred, xenophobia, anti-Semitism or other forms of hatred based on intolerance, includ-
ing: intolerance expressed by aggressive nationalism and ethnocentrism, discrimination and hostility 
against minorities, migrants and people of immigrant origin.”
4.   Recommendation CM/Rec(2022)16 of the Committee of Ministers to member States on combating 
hate speech of 20 May 2022.
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throughout their operations and policies, and to take measures in line with 

existing frameworks and procedures to combat hate speech; ensure that 

mechanisms are in place for the reporting of cases of online hate speech 

to public authorities and private actors, including internet intermediaries, 

and clear rules for the processing of such reports. Removal procedures and 

conditions as well as related responsibilities and liability rules imposed on 

internet intermediaries should be transparent, clear and predictable and 

those procedures should be subject to due process. They should guarantee 

users the right to an effective remedy delivered through transparent over-

sight and timely, accessible and fair appeal mechanisms, which are subject 

to independent judicial review.

In addition, States should: consider the substantial differences in the 

size, nature, function and organisational structure of internet intermedi-

aries when devising, interpreting and applying the legislative framework 

governing the liability of internet intermediaries to prevent a possible dis-

proportionate impact on smaller internet intermediaries; establish by law 

that internet intermediaries must take effective measures to fulfil their du-

ties and responsibilities not to make accessible or disseminate hate speech; 

have a system in place for the disclosure of subscriber information in cases 

where competent authorities have assessed that online hate speech is in 

breach of the law and authors and disseminators are unknown to the com-

petent authorities; ensure that any disclosure of available information on 

their identity is in line with European and international human rights law; 

regularly publish reports containing comprehensive information and sta-

tistics on online hate speech, including content restrictions, and on State 

authorities’ requests to platforms to take down content on the grounds that 

it is hate speech, subject to the protection of personal data in accordance 

with European and international standards; establish by law that relevant 

internet intermediaries are under an obligation to regularly produce and 

publish transparency reports showing disaggregated and comprehensive 

data on hate speech cases and content restrictions; and ensure that inde-

pendent authorities, in co-operation with internet intermediaries, civil 
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society organisations and other stakeholders, regularly assess and improve 

the content moderation systems in place to improve the detection, reporting 

and processing of online hate speech, while eliminating the causes of unjus-

tified content restriction and over-compliance.

Whilst this Recommendation is addressed to States, it also contains guid-

ance for internet intermediaries. They should: identify expressions of hate 

speech that are disseminated through their systems; ensure that human 

rights law and standards guide their content moderation policies and prac-

tices about hate speech, explicitly state that in their terms of service and 

ensure the greatest possible transparency regarding those policies, includ-

ing the mechanisms and criteria for content moderation; carefully calibrate 

their responses to content identified as hate speech based on its severity 

and elaborate and apply alternatives to the removal of content in less se-

vere cases of hate speech; make all necessary efforts to ensure that the 

use of automation or artificial intelligence tools is overseen by human mod-

eration and that content moderation considers the specificities of relevant 

legal, local, cultural, socio-political and historical contexts. In their efforts 

to take specificities into account, they should consider decentralising con-

tent moderation; appoint enough content moderators and ensure that they 

are impartial, have adequate expertise, are regularly trained and receive 

appropriate psychological support. 

Internet intermediaries should furthermore ensure that trusted flaggers 

and fact-checkers are trained in human rights standards that apply to hate 

speech; establish effective co-operation with civil society organisations that 

work on hate speech, including on the collection and analysis of data, and 

support their efforts to improve policies, practices and campaigns to ad-

dress hate speech; review their online advertising systems and the use of 

micro-targeting, content amplification and recommendation systems and 

the underlying data-collection strategies to ensure that they do not, directly 

or indirectly, promote or incentivise the dissemination of hate speech; and 

develop internal processes that enable them to detect and prevent risks to 

human rights regarding the assessment and treatment of hate speech and 
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should subject themselves to regular independent, comprehensive and ef-

fective human rights impact assessments and audits. 

In addition, the European Commission against Racism and Intolerance 

(ECRI), in 2015, issued its General Policy Recommendation no. 15 on com-

bating hate speech. Its section 7 recommended to use regulatory powers 

with respect to Internet providers, intermediaries and social media to 

promote action to combat the use of hate speech and to challenge its ac-

ceptability, while ensuring that such action does not violate the right to 

freedom of expression and opinion. Accordingly, they should: ensure effec-

tive use is made of any existing powers suitable for this purpose, while not 

disregarding self-regulatory mechanisms; encourage the adoption and use 

of appropriate codes of conduct and/or conditions of use with respect to hate 

speech, as well as of effective reporting channels; encourage the monitoring 

and condemnation of the use and dissemination of hate speech; encourage 

the use, if necessary, of content restrictions, word filtering bots and other 

such techniques; encourage appropriate training for moderators as to the 

nature of hate speech; and promote and assist the establishment of com-

plaints mechanisms.

Section 8 recommended that States determine the particular responsibil-

ities of authors of hate speech, internet service providers, web fora and 

hosts, online intermediaries, social media platforms, online intermediaries, 

moderators of blogs and others performing similar roles; ensure the avail-

ability of a power, subject to judicial authorisation or approval, to: require 

the deletion of hate speech from web-accessible material and to block sites 

using hate speech; require media publishers (including internet providers, 

online intermediaries and social media platforms) to publish an acknowl-

edgement that something they published constituted hate speech; and 

enjoin the dissemination of hate speech and to compel the disclosure of the 

identity of those using it

Section 10 recommended to take appropriate and effective action against the 

use, in a public context, of hate speech which is intended or can reasonably 
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be expected to incite acts of violence, intimidation, hostility or discrimina-

tion against those targeted by it using the criminal law provided that no 

other, less restrictive, measure would be effective and the right to freedom 

of expression and opinion is respected. Accordingly, they must ensure that 

the scope of these offences is defined in a manner that permits their appli-

cation to keep pace with technological developments; and cooperate with 

other States in tackling the transfrontier dissemination of hate speech, in-

cluding in electronic format.

The Protocol to the Cybercrime Convention 

The Council of Europe Convention on Cybercrime, known as the Budapest 

Convention, was adopted in 2001, becoming the first international treaty 

to fight crimes committed via the Internet. Due to resistance by the United 

States because of the First Amendment, its final text did not tackle hate-

speech online. Conversely, in 2003, an Additional Protocol to the Convention 

was adopted concerning the criminalisation of acts of a racist and xenopho-

bic nature committed through computer systems. The Protocol entails an 

extension of the Cybercrime Convention’s scope, including its substantive, 

procedural and international cooperation provisions. Thus, apart from har-

monising the substantive law elements, the Protocol allows the Parties to 

use the international cooperation tools of the Convention in this area. The 

Protocol has not been as successful as the Convention as it has only been 

ratified by 35 States, while the Convention received 68 ratifications (more 

than double).5

McGonagle (2013) underlined that the Protocol concerned primarily 

criminal-law measures against online hate speech and this express focus 

left little room for exploring civil-law and other (non-legal) remedies and 

responses. Banks (2010) argued that, whilst the Protocol is a laudatory en-

deavour, it was limited in its ability to bring together real differences in the 

ways in which States envisage hate speech and construct a legal framework 

5.   As of 28/07/2023.

https://www.coe.int/en/web/conventions/full-list?module=treaty-detail&treatynum=189
https://www.coe.int/en/web/conventions/full-list?module=treaty-detail&treatynum=189
https://www.coe.int/en/web/conventions/full-list?module=treaty-detail&treatynum=189
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through which hate based conduct may be counteracted. Gstrein (2019: 84) 

also commented that the practical influence of the Protocol on the discus-

sion on hate speech or disinformation in the digital sphere seemed limited.

European Court of Human Rights case-law

In addition to the standard-setting efforts of the Council of Europe, atten-

tion should be paid to the case-law of the European Convention on Human 

Rights (ECHR) that oversees the application of the ECHR by its Parties 

which are the 46 Member States of the Council of Europe. Article 10 of the 

ECHR establishes that everyone has the right to freedom of expression. 

This right shall include freedom to hold opinions and to receive and impart 

information and ideas without interference by public authority and regard-

less of frontiers.

The ECtHR has clearly stated that “freedom of expression constitutes one of 

the essential foundations of [a democratic] society” and “it is applicable not 

only to ‘information’ or ‘ideas’ that are favourably received or regarded as 

inoffensive or as a matter of indifference, but also to those that offend, shock 

or disturb the State or any sector of the population.” (ECtHR Judgment of 

7 December 1976, Handyside v. the United Kingdom, App. no. 5493/7, § 49). 

On the other hand, the ECtHR has also argued that “tolerance and respect 

for the equal dignity of all human beings constitute the foundations of a 

democratic, pluralistic society. That being so, as a matter of principle it may 

be considered necessary in certain democratic societies to sanction or even 

prevent all forms of expression which spread, incite, promote or justify ha-

tred based on intolerance” (ECtHR Judgment of 6 July 2006, Erbakan v. 

Turkey, App. No. 59405/00, § 56).

The question is how the ECtHR can reconcile the protection of freedom 

of expression with the necessary fight against hate speech. The ECtHR 

has followed, depending on the case, two different approaches: to apply 

the exclusion from the protection of the ECHR, provided for by Article 17 

(prohibition of abuse of rights), considering that hate speech negates the 
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fundamental values of the ECHR and therefore is not protected by it; or to 

apply the restrictions on protection, that the very Article 10 provides in its 

second paragraph, that the limits of freedom of expression should always 

be necessary in a democratic society and follow a legitimate objective such 

as in the case of hate speech, the prevention of crime or the protection of 

the rights of others.

Regarding online hate speech, the ECtHR has had multiple occasions to 

decide in recent years in cases dealing with what can be considered hate 

speech and liability of Internet intermediaries. As to what may constitute 

hate speech, the ECtHR decides on a case-by-case basis, but it has under-

lined some factors that national courts have to consider. Three examples are 

explained to show how the Court approaches this issue: Smajić6, Kilin7 and 

Savva Terentyev8. In Smajić, the ECtHR declared the applicant’s complaint 

inadmissible as being manifestly ill-founded; in Kilin, it found no violation of 

Article 10, while in Savva Terentyev it did.

In Smajić, the case concerned the applicant’s conviction for incitement to 

racial and religious hatred, discord or intolerance following several posts 

on an Internet forum describing military action which could be undertak-

en against Serb villages in the Brčko District in the event of another war. 

The applicant alleged that he had been convicted for expressing his opinion 

on a matter of public concern. However, the ECtHR found that the domes-

tic courts had examined the applicant’s case with care, giving sufficient 

justification for his conviction, namely that he had used highly insulting 

expressions towards Serbs, thus touching upon the extremely sensitive 

matter of ethnic relations in post-conflict Bosnian society. Furthermore, 

the penalties imposed (a suspended sentence and the seizure of a computer 

and a laptop) had not been excessive. Therefore, the interference with the 

6.   ECtHR Decision on inadmissibility of 8 February 2018, Smajić v. Bosnia and Herzegovina, App. No. 
48657/16. 
7.   ECtHR Judgment of 11 May 2021, Kilin v. Russia, App. No. 10271/12.
8.   ECtHR Judgment of 28 of August 2018, Savva Terentyev v. Russia, App. No. 10692/09.
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applicant’s right to freedom of expression, which had pursued the legiti-

mate aim of protecting the reputation and rights of others, did not violate 

Article 10. 

Kilin concerned the applicant’s trial and conviction for disseminating ex-

tremist materials. The applicant had been accused of posting allegedly 

racist video and audio files involving neonazis, racial epithets and calls 

to extremism on a popular online social network. The ECtHR found that 

the domestic courts had convincingly demonstrated that the impugned 

material had incited ethnic discord and, foremost, the applicant’s clear 

intention of bringing about the commission of related acts of hatred or 

intolerance. Moreover, while there was no indication that the material 

had been published against a sensitive social or political background, or 

that at the time the general security situation in Russia had been tense, 

those elements were not decisive in the case. Lastly, the nature and se-

verity of the penalties imposed (a suspended eighteen-month term of 

imprisonment with a similar period of probation) had been proportionate. 

The difference between the previous cases described and Savva Terentyev is 

apparent. This case concerned the applicant’s conviction for inciting hatred 

after making insulting remarks about police officers in a comment under 

a blog post. The Court held that there had been a violation of Article 10, 

because, while the applicant’s language had been offensive and shocking, 

that alone was not enough to justify interfering with his right to freedom of 

expression. The domestic courts should have looked at the overall context of 

his comments, which had been a provocative attempt to express his anger 

at what he perceived to be police interference, rather than an actual call to 

physical violence against the police.

The first case in which the Court was called upon to examine a complaint 

about liability of an intermediary for user-generated comments on the 

Internet was the Delfi case9. This is a news portal run on a commercial basis, 

that had been held liable by the national courts for the offensive comments 

9.   ECtHR Judgment of 16 June 2015, Delfi AS v. Estonia, App. No. 64569/09.
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posted by its readers below one of its online news articles about a ferry 

company. At the request of the lawyers of the ferry company, Delfi removed 

the offensive comments. Delfi acted immediately when it was notified but 

this was six weeks after the publication. The Estonian Courts conclud-

ed the ferry company personality rights had been violated and awarded 

320 € in compensation for non-pecuniary damage. Delfi considered that 

its freedom of expression had been violated and appealed to the ECtHR. 

The ECtHR held that there had been no violation of Article 10. It noted the 

conflicting realities between the benefits of Internet, notably the unprec-

edented platform it provided for freedom of expression, and its dangers, 

namely the possibility of hate speech and speech inciting violence being 

disseminated worldwide in a matter of seconds and sometimes remaining 

persistently available online. 

The ECtHR observed that the unlawful nature of the comments in question 

was clear since most of them were tantamount to an incitement to hatred or 

to violence against the owner of the ferry company. Consequently, the case 

concerned the duties and responsibilities of Internet news portals, under 

Article 10.2 ECHR, which provided on a commercial basis a platform for 

user-generated comments on previously published content and some users 

– whether identified or anonymous – engaged in clearly unlawful speech, 

which infringed the personality rights of others and amounted to hate 

speech and incitement to violence against them. Where third-party user 

comments are in the form of hate speech and direct threats to the physical 

integrity of individuals, the ECtHR considered that the rights and interests 

of others and of society as a whole may entitle States to impose liability on 

Internet news portals, without contravening Article 10, if they fail to take 

measures to remove clearly unlawful comments without delay, even with-

out notice from the alleged victim or from third parties. 

Based on the concrete assessment of these aspects and taking into account, 

in particular, the extreme nature of the comments in question, the fact that 

they had been posted in reaction to an article published by the applicant 

company on its professionally managed news portal run on a commercial 
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basis, the insufficiency of the measures taken by the applicant company 

to remove without delay after publication comments amounting to hate 

speech and speech inciting violence and to ensure a realistic prospect of the 

authors of such comments being held liable, and the moderate sanction im-

posed on the applicant company, the ECtHR found that the Estonian courts’ 

finding of liability against the applicant company had been a justified and 

proportionate restriction on the portal’s freedom of expression.

However, the ECtHR did not weight some factors in its assessment such 

as: the measures put in place by Delfi, namely the system of notice-and-

take-down (never used by the owner of the ferry company) or the automatic 

filtering system; the liability exemptions of the E-Commerce Directive (ex-

plained below); or the effect not on the freedom of expression of Delfi but its 

readers and commenters.

The ECtHR emphasized that the case related to a large professionally man-

aged Internet news portal run on a commercial basis which published news 

articles of its own and invited its readers to comment on them. Accordingly, 

the case did not concern other fora on the Internet where third-party com-

ments can be disseminated, for example, social media where the platform 

provider does not offer any content and where the content provider may be 

a private person running the website or blog as a hobby.

Voorhoof (2015) argued that there were severe doubts if this limitation of 

the impact of the judgment holding an online forum liable for user gen-

erated comments is a pertinent one, reserving the (traditional) high level 

of freedom of expression and information only for social media, personal 

blogs and “hobby”. According to the Grand Chamber its judgment is not 

to be understood as imposing a form of “private censorship”. However, the 

judgment considers interferences and removal taken on initiative of the 

providers of online platforms as the necessary way to protecting the rights 

of others, while there are other ways that can achieve the same goal, but 

with less overbroad (pre-)monitoring of all user generated content or with 

less collateral damage for freedom of expression and information, such as 
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taking action against the content providers, an effectively install obligations 

for providers to help to identify the (anonymous) content providers in case of 

manifest hate speech or other illegal content. Keller (2015) considered that 

obliging online platforms to monitor users’ comments to prevent any liabili-

ty for illegal content created a new paradigm for participatory online media.

Maroni (2020) underlined that Delfi may lead to the arbitral removal of con-

tent by intermediaries to avoid liability. She argued that delegating what 

counts as freedom of expression to private companies risked reducing 

freedom of expression to a “technicality”, thus neglecting the normative 

complexity of freedom of expression with consequences for the Internet as 

a pluralistic environment. Brunner (2016) stated that if the ECtHR aimed to 

develop rules to reduce the spread of illegal content online, the Delfi judg-

ment was not convincing as a first step.

The ECtHR had the possibility to clarify the impact of this case in it sub-

sequent case-law in MTE and Index.hu10 (MTE), a case that concerned 

the liability of a self-regulatory body of Internet content providers and an 

Internet news portal for vulgar and offensive online comments posted on 

their websites following the publication of an opinion criticising the mis-

leading business practices of two real estate websites. The applicants 

complained about the Hungarian courts’ rulings against them, which had 

effectively obliged them to moderate the contents of comments made by 

readers on their websites, arguing that that had gone against the essence of 

free expression on the Internet. 

The ECtHR held that there had been a violation of Article 10. It reiterat-

ed that Internet news portals had to assume duties and responsibilities, 

even if they were not publishers of the comments in the traditional sense. 

However, the ECtHR considered that the Hungarian courts, when deciding 

on the notion of liability in the applicants’ case, had not carried out a proper 

balancing exercise between the competing rights involved, namely between 

10.   ECtHR Judgment of 2 February 2016, Magyar Tartalomszolgáltatók Egyesülete and Index.hu Zrt v. 
Hungary, App. No. 22947/13.
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the applicants’ right to freedom of expression and the real estate websites’ 

right to respect for its commercial reputation. Notably, the Hungarian au-

thorities accepted at face value that the comments had been unlawful as 

being injurious to the reputation of the real estate websites. The ECtHR un-

derlined that, even if some similarities could be drawn with the Delfi case, 

the comments in the present case, although offensive and vulgar, had not 

constituted clearly unlawful speech. Furthermore, while Index was the 

owner of a large media outlet which must be regarded as having economic 

interests, MTE was a non-profit self-regulatory association of Internet ser-

vice providers, with no known such interests.

The ECtHR stated that by establishing objective liability on the side of the 

Internet websites, merely for allowing unfiltered comments that might 

be in breach of the law, would require ‘excessive and impracticable fore-

thought capable of undermining freedom of the right to impart information 

on the Internet’. 

More than in Delfi, the ECtHR in MTE considered the negative consequenc-

es of holding Internet portals liable for third-party comments (Voorhoof, 

2020), clarifying that ‘such liability may have foreseeable negative conse-

quences on the comment environment of an Internet portal, for example by 

impelling it to close the commenting space altogether. For the Court, these 

consequences may have, directly or indirectly, a chilling effect on the free-

dom of expression on the Internet’. Keller (2016) considered the MTE ruling 

as a huge step forward on a policy level. The ECtHR explicitly recognized 

that regulating expression and information platforms meant regulating 

their users’ expression and information access. The ruling’s core insight 

was that “intermediary liability” laws directly affected the rights of ordi-

nary Internet users and could make or break their ability to speak and find 

information online. 

However, for Voorhoof and Lievens (2016), although the ECtHR tried to 

reduce the problematic consequences of the approach chosen in Delfi, the 

judgment in MTE nevertheless reiterates the endorsement of the system 
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of notice-and-take-down by private online platforms deciding on the law-

fulness of content. This approach risked putting the ECtHR in an isolated 

position, as in some jurisdictions intermediaries can only be found liable 

for “unlawful” content when they have failed to act following notice from a 

judge, a court or another independent body as to the illegality of the relevant 

content. Intermediary service providers are less well-placed than courts to 

consider the lawfulness of comments on their website domains. Especially 

qualifying speech as hate speech is a difficult and delicate exercise, not only 

for domestic courts, but also for the ECtHR. Moreover, decisions by online 

platforms currently lack transparency and their decision-making contains 

few or no procedural guarantees for those whose right to freedom of ex-

pression is interfered with. 

The problem of MTE is that the intermediaries had to guess if the comments 

will be hate speech or not even if it is completely out of their control and 

up to the authors of the comments, because the consequences will be com-

pletely different.

Finally, the Sanchez case11 concerns the criminal conviction of a local coun-

cillor who was standing for election, for incitement to hatred or violence 

against a group of people or an individual on the grounds of their member-

ship of a specific religion. He was not convicted for its own publication on 

Facebook but for his failure to take prompt action in deleting comments 

posted by two other identified persons (also convicted) on his Facebook 

wall, as French courts considered him as a “producer”. The ECtHR found 

no violation of Article 10. 

The court underlined that the Internet is one of the principal means by 

which individuals exercise their right to freedom of expression, and inter-

ferences with the exercise of that right had to be examined particularly 

carefully, since they are likely to have a chilling effect, which carries a risk 

of self-censorship. Nevertheless, the identification of such a risk must not  

11.   ECtHR Judgment of 15 May 2023, Sanchez v. France, App. No. 45581/15.
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obscure the existence of other dangers for the exercise and enjoyment of 

fundamental rights and freedoms. For this reason, the possibility for in-

dividuals complaining of defamatory or other types of unlawful speech to 

bring an action to establish liability must, in principle, be maintained, con-

stituting an effective remedy for alleged violations.

In opinion of the ECtHR, while professional entities which created social 

networks and make them available to other users necessarily had certain 

obligations, there should be a sharing of liability between all the actors in-

volved, allowing if necessary for the degree of liability and the manner of its 

attribution to be graduated according to the objective situation of each one. 

French law was consistent with such a view, providing in the case of the 

“producer” for a shared liability, subject to safeguards on implementation, 

while in the case of hosts liability remained limited. Moreover, the domes-

tic courts had referred to the applicant’s status as a politician and inferred 

from this that a special obligation was incumbent upon him; he could be 

expected to be even more vigilant.

Kerkhof (2023) has criticised the decision because it dramatically expands 

the range of people and entities that need to worry about being held liable as 

an internet intermediary, to the point where this could extend to everyone 

with a social media presence and the responsibilities falling on those poten-

tial internet intermediaries require significant legal prowess and resources, 

which are unattainable for most private individuals. Cotino (2023) considers 

that the ECtHR reinforces in a very worrying direction the Delfi doctrine of 

holding intermediaries responsible for content integrated by third parties. 

He is also concerned because this is applied to the criminal sphere and to 

politicians in electoral campaigns, that is, precisely where freedom of ex-

pression should be most intense. In his opinion, the ECtHR admits a very 

unclear regulation and jurisprudence and exaggeratedly delegates the solu-

tion of these internal issues to States and their judges.



The European legal approach to fight hate speech on social media106

Measures to fight hate speech by the European Union

In the EU, the main tool to fight hate speech was the Council Framework 

Decision 2008/913/JHA on combating certain forms and expressions of rac-

ism and xenophobia by means of criminal law. Its objective was to ensure 

that certain serious manifestations of racism and xenophobia were punisha-

ble by effective, proportionate and dissuasive criminal penalties throughout 

the EU and to improve and encourage judicial cooperation in this field. The 

Decision was not focused on on-line hate speech, nevertheless, it clarifies 

that each Member State shall take the necessary measures to ensure that 

its jurisdiction extends to cases where the offender commits the conduct 

when physically present in its territory, whether or not the conduct involves 

material hosted on an information system in the EU; or the conduct involves 

material hosted on an information system in its territory, whether or not 

the offender commits the conduct when physically present in the EU.

The E-Commerce Directive

The E-Commerce Directive was adopted in 2000 and its objective was to 

contribute to the proper functioning of the internal market by guaranteeing 

the free circulation of information society services between the Member 

States. The Directive established that the States would guarantee that the 

mere intermediaries could not be considered liable for the stored or trans-

mitted data whose content had been created and shared by third parties, 

provided that a series of requirements were met, such as that they did not 

have actual knowledge of illegal activity or information and, and if they ob-

tained such knowledge or awareness, they acted at once to remove or to 

disable access to the information. The Directive also prohibited States from 

imposing on service providers a general obligation to monitor the data they 

transmit or store, or a general obligation to actively search for facts or cir-

cumstances that indicate illegal activities.

As the Directive was adopted more than twenty years ago, it became outdat-

ed regarding the categories of intermediaries it included. In this time, the 
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content created by users and shared on the Internet has multiplied and new 

services of significant importance have emerged, such as cloud storage pro-

viders, social networks or marketplaces, who in many cases are not mere 

channels of information created by third parties, but rather order it, make 

recommendations, etc. However, the basic principles of the Directive are 

still relevant today and should be maintained, because they are a guarantee 

of the EU’s capacity for innovation and freedom of expression. Although its 

operation in practice needed to be clarified or even modulated in certain 

cases, in addition to adding new obligations to intermediaries in aspects 

such as due diligence or transparency. 

The Audiovisual Media Services Directive

The reform of the Audivisual Media Services Directive was adopted in 2018 

to respond to the convergence between television and Internet services, so 

its scope would be extended to also create obligations with respect to the 

latter. As a result, States shall ensure that video sharing platform services 

under their jurisdiction take appropriate measures to protect the general 

public from programmes, user-generated videos and audiovisual commer-

cial communications containing incitement to violence or hatred directed 

against a group of persons or a member of a group based on any of the 

grounds referred to in Article 21 of the Charter of Fundamental Rights of 

the EU and offences concerning racism and xenophobia as set out in the 

Framework Decision 2008/913/JHA.

Kuklis (2018) considered that there was clearly no other way to police the 

content moderation activities, considering the sheer scale of the operations 

in question, than to co-regulate the environment with platforms themselves 

and the Directive could create an environment where users are not only 

protected from the harmful content of other users, but also from overbear-

ing or arbitrary intrusions by the platform itself. Nevertheless, according 

to Barata (2018), the Directive introduced a dramatic change in the way 

audiovisual content was regulated and monitored. Private online interme-

diaries could develop, interpret and enforce content rules affecting the core 
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elements of the right to freedom of expression within the society of each 

European member State. Platforms would play a fundamental role in de-

termining the boundaries of legitimate political speech or the right to adopt 

and express unconventional social and cultural points of view. This role 

would be played under the threat of sanctions if platforms under-regulated 

or failed to act against dubiously legal content. For Barata, these provisions 

created all the incentives for a solidly State supported, privately executed, 

overregulation of speech. This leads to unacceptable consequences for the 

exercise of the right to freedom of expression in our plural and democratic 

European political systems.

The Code of Conduct for combating illegal hate speech on the Internet

The European Commission faced a dilemma in these matters, because 

there is no Article in the Treaties (TEU and TFEU) that could explicitly serve 

as a basis for regulating freedom of expression, although it was clear that 

the States and public opinion demanded that it took the initiative to fight 

hate speech online. The answer was to opt for non-legislative measures that 

were the result of dialogue and co-regulation of intermediaries. These were 

pushed to take measures to avoid legislative developments that would make 

them responsible for this type of content. Angelopoulos (2016) argued that 

initiatives of this nature seek to put the weight of the fight against illegal 

content on intermediaries, which can be counterproductive, because they 

do not have the same obligations to establish guarantees for the protection 

of fundamental rights as States. 

The Commission agreed with Facebook, Microsoft, Twitter and YouTube in 

2016 on a Code of Conduct for combating illegal hate speech on the Internet. 

In 2018, Instagram, Google+, Snapchat and Dailymotion also signed up, 

Jeuxvideo.com did so in 2019, TikTok in 2020, Linkedin in 2021, and 

Rakuten, Viber and Twitch in 2022. Althought Twitter abandoned it in 2023.

The purpose of the Code was for intermediaries to act expeditiously against 

illegal hate speech online, upon receipt of valid notification and within an ap-

propriate time-frame. The companies assumed, among others, the following 
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commitments: to have clear and effective procedures to examine notifica-

tions related to illegal incitement to hatred that occur within the framework 

of the services they provide, so that they can withdraw or disable access to 

said content; and review most valid hate speech takedown notices within 24 

hours, and remove or disable, if necessary, access to such content. 

The IT Companies agreed, among others, in the following commitments: 

to have in place clear and effective processes to review notifications re-

garding illegal hate speech on their services so they can remove or disable 

access to such content and Rules or Community Guidelines clarifying that 

they prohibit the promotion of incitement to violence and hateful conduct; 

upon receipt of a valid removal notification, to review such requests against 

their rules and community guidelines and where necessary national laws 

transposing the Framework Decision 2008/913/JHA, with dedicated teams 

reviewing requests; to review the majority of valid notifications for removal 

of illegal hate speech in less than 24 hours and remove or disable access to 

such content, if necessary; to educate and raise awareness with their users 

about the types of content not permitted under their rules and community 

guidelines; to provide information on the procedures for submitting notices, 

with a view to improving the speed and effectiveness of communication be-

tween the Member State authorities and the IT Companies; and to encourage 

the provision of notices and flagging of content that promotes incitement to 

violence and hateful conduct at scale by experts (trusted flaggers).12 

Alkiviadou (2019) argued that the Code served as a light at the end of the 

Internet hate tunnel where issues of multiple jurisdictions as well as tech-

nological realities have resulted in the task of online regulation being more 

than a daunting one. Podstawa (2019) shed light on the emerging role of 

the Internet Service Providers (ISPs) who control the virtual environment 

12.   Other relevant commitments were: to provide regular training to their staff on current societal 
developments and to exchange views on the potential for further improvement; to intensify cooper-
ation between themselves and other platforms and social media companies to enhance best practice 
sharing; to work in identifying and promoting independent counter-narratives, new ideas and initia-
tives and supporting educational programs that encourage critical thinking; to intensify their work 
with civil society organizations to deliver best practice training on countering hateful rhetoric and 
prejudice and increase the scale of their proactive outreach to civil society organizations to help them 
deliver effective counter speech campaigns.
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where illegal behaviours may occur. Whilst not responsible for what, pri-

ma facie, is published, it is argued that the ISPs are an essential element in 

the enforcement of hate speech criminal rules, as confirmed by the Code. 

This governance instrument exemplified in his opinion the essentiality of 

the ISPs collaboration with the traditional enforcement agents in ensur-

ing the blocking and removal of content online, as well as in subsequent 

criminal proceedings. At the same time, by involving the representatives 

of the broader community in monitoring the implementation of the Code, 

the mixed hybrid governance and enforcement model offers a possible 

(even if imperfect) solution to the current deadlock in the regulation of 

Internet governance. 

Bukovská (2019:10), considering the problematic legal basis and unclear 

process of implementation of the Code, defined it as a misguided policy 

on the part of the European Commission. For companies, it was likely to 

amount to no more than a public relations exercise, but, despite its nonbind-

ing character, the Code could lead to more censorship by private companies 

(and thus undermine the rule of law) and create a chilling effect on freedom 

of expression on the platforms they run. For Bukovská, there were several 

legal questions and implications for freedom of expression under the Code, 

such as the delegation of responsibility for determining what is “unlawful 

hate speech,” vague and overbroad criteria, lack of due process, and redress 

mechanisms for violations of the right to freedom of expression. Portaru 

(2017) underlined that the Code was likely to have a significant impact on 

free speech in the digital area by putting companies into the role of free 

speech regulators. According to her, any limitation on speech rights needs 

to be firmly grounded in the law; it cannot be based on voluntary terms of 

service or codes of conduct with arbitrary implementation and lacking legal 

redress, and the regulation of speech should not be outsourced to private 

and unaccountable actors. 

Kuczerawy (2016) argued that the Code represented a hybrid situation, as 

any interference with freedom of expression resulting from its implemen-

tation cannot be attributed directly to the European Commission (as the 
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restrictions will be administered by the IT companies). Nevertheless, the 

Commission’s role was more than that of a facilitator. In her opinion, by 

inviting private companies to restrict speech of individuals the Commission 

became an initiator of the interference with a fundamental right by pri-

vate individuals – a type of “state interference by proxy”. It was disputable 

whether an EU initiative which stimulates private companies to restrict 

freedom of expression of individuals without providing any safeguards for 

that right would stand scrutiny under the Charter of Fundamental Rights of 

the EU. If the EU wants to enlist private entities, for the purpose of efficien-

cy, to do (at least part of) the job, they should ensure that the “arrangement” 

is equipped with appropriate safeguards for freedom of expression.

Another question is if the commitments of the Code are followed and if it 

is giving results. For it to be effective, the European Commission decided 

to follow it with periodical monitoring rounds.13 There was also a progress 

report for the period 2016-201914 that assessed the progress achieved and 

underlined that the Code contributed to achieve quick progress, including 

in particular on the swift review and removal of hate speech content (28% of 

content removed in 2016 versus 72% in 2019; 40% of notices reviewed within 

24 hours in 2016 versus 89% in 2019).15 

The Digital Services Act

The Code of conduct was considered insufficient by several EU countries 

that decided to legislate the matter. The most prominent examples are 

the German Network Enforcement Act (Netzwerkdurchsetzungsgesetz or 

13.   See European Commission, Factsheet of the 6th evaluation of the Code of Conduct of 7 October 
2021. Available at: https://ec.europa.eu/info/sites/default/files/factsheet-6th-monitoring-round-of-the-
code-of-conduct_october2021_en_1.pdf 
14.  European Commission, Assessment of the Code of Conduct on Hate Speech on line. State of Play. 
27 September 2019. Doc. 12522/19. Available at: https://ec.europa.eu/info/sites/default/files/aid_devel-
opment_cooperation_fundamental_rights/assessment_of_the_code_of_conduct_on_hate_speech_
on_line_-_state_of_play__0.pdf 
15.   The removal rate is now stable at more than 70% on average. It is important to understand that 
here the aim is not a 100%, because as the report clarifies the current average removal rate can be 
considered as satisfactory in an area such as hate speech, given that the line against speech that is 
protected by the right to freedom of expression is not always easy to draw and is highly dependent on 
the context in which the content was placed and users can wrongly flag content as hate speech that 
is perfectly legal. 

https://ec.europa.eu/info/sites/default/files/factsheet-6th-monitoring-round-of-the-code-of-conduct_october2021_en_1.pdf
https://ec.europa.eu/info/sites/default/files/factsheet-6th-monitoring-round-of-the-code-of-conduct_october2021_en_1.pdf
https://ec.europa.eu/info/sites/default/files/aid_development_cooperation_fundamental_rights/assessment_of_the_code_of_conduct_on_hate_speech_on_line_-_state_of_play__0.pdf
https://ec.europa.eu/info/sites/default/files/aid_development_cooperation_fundamental_rights/assessment_of_the_code_of_conduct_on_hate_speech_on_line_-_state_of_play__0.pdf
https://ec.europa.eu/info/sites/default/files/aid_development_cooperation_fundamental_rights/assessment_of_the_code_of_conduct_on_hate_speech_on_line_-_state_of_play__0.pdf
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NetzDG) which came into force in 2017 although the reporting obligation 

started to apply in 201816 and the French Act to Combat Hateful Content 

on the Internet (Loi visant à lutter contre les contenus haineux sur internet or 

Loi Avia) of 2020. The French Act gave the platforms a period of 24 hours 

to remove reported content that was manifestly illegal, in relation to a se-

ries of crimes (hate speech, terrorism, etc.). The European Commission was 

highly critical of the draft,17 considering that the obligation of the platforms 

to eliminate any illegal content notified within a period of 24 hours, com-

bined with the heavy sanctions provided, the wide variety of crimes subject 

to said obligation (which may require a more or less in-depth contextual 

assessment) and reduced notification requirements, could have dire conse-

quences. The Commission argued that this could create a disproportionate 

burden on platforms and a risk of excessive content removal, undermining 

freedom of expression. 

The Act was partially annulled by the French Constitutional Council.18 In 

particular, the Council annulled subsection I of Article 1 of the Act, which 

provided that the administrative authority could request the platform or 

editors of an online communication service to eliminate certain content re-

garding child pornography or terrorism and if they did not do so, they could 

be subject to a penalty of one year in prison and a fine of 250,000 €. The 

limited period of time and the fact that the order came from an administra-

tive authority that was not a judicial authority led the Council to consider 

that the Act violated freedom of expression and communication because it 

16.   The Law was mainly aimed at combating hate speech, but also applied to a whole series of catego-
ries of content considered illegal by German law. The priority target of the Law was the large social 
media platforms with more than 2 million users located in Germany. The Act required these platforms 
to provide a mechanism for users to submit complaints about illegal content. The procedure had to be 
easily recognizable, directly accessible and permanently available. Once they received a complaint, 
the platforms had to investigate if the content was illegal, if it was “manifestly illegal” they had to 
remove it within 24 hours, the rest had to be removed within 7 days, in a similar line to the Code of 
conduct. It included some safeguards such as that platforms must immediately notify the complainant 
and the user of any decision related to the removal or blocking of content, including the reasons for 
the decision. The Act also imposed transparency requirements, if a platform received more than 100 
complaints per year, it had to publish semi-annual reports detailing its content moderation practices, 
although these have proven not to be very informative. 
17.   European Commission, Notification 2019/412/F Loi visant à lutter contre les contenus haineux sur 
internet - Emission d’observations prévues à l’article 5, paragraphe 2, de la directive (UE) 2015/1535 du 9 
septembre 2015, C (2019) 8585 final, pp. 7 y 8.
18.   Conseil constitutionnel, Décision n° 2020-801 DC du 18 juin 2020.
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was not adequate, necessary and proportionate to the objective pursued; 

and, therefore, that provision was unconstitutional. It also declared un-

constitutional the obligation of the platforms to remove manifestly illegal 

content within 24 hours after any person’s complaint, because it was up to 

the intermediary to examine the reported content with respect to a long list 

of crimes, even though the constituent elements of some of them could be 

legally complex and require an assessment of the context of the content, for 

which 24 hours was excessively short. Buri (2020) argued that this should 

be a lesson for the following discussion of standards at EU level.

Regarding initiatives such as the NetzDG or the Loi Avia, de Streel and 

Husovec (2020:31) considered that the adoption of these laws increased 

the risks of Internal Market fragmentation. This was one of the reasons 

why a general updated European standard for intermediary obligations 

was required. 

The European Commission also considered that new and innovative in-

formation society services have emerged, changing the daily lives of EU 

citizens and shaping and transforming how they communicate, connect, 

consume and do business; and the use of those services had also become 

the source of new risks and challenges, both for society as a whole and in-

dividuals using such services,19 such as the spread of hate-speech at scale. 

The Commission first used sector-specific instruments to fill the regulatory 

gaps such as the Code of conduct mentioned, but also to protect copyright, 

fight terrorist content or disinformation. However, these sector-specific 

instruments were not enough, and the Commission was under constant 

pressure to do more. Therefore, it proposed the Regulation on a Single 

Market for Digital Services, also known as the Digital Services Act or DSA, 

adopted in 2022. The DSA imposes the obligation to act against illegal con-

tent. However, the illegal nature of such content, products or services is 

19.   European Commission, Proposal for a Regulation of the European Parliament and of the Council 
on a Single Market for Digital Services (Digital Services Act) and amending Directive 2000/31/EC, 
COM/2020/825 final. 



The European legal approach to fight hate speech on social media114

not defined in it but results from EU or national law, as is the case with 

hate speech. The European Commission sought to regulate intermediaries, 

not content. 

The DSA keeps the main elements of the E-Commerce Directive and regu-

lates the conditions under which intermediaries are exempt from liability 

for the information of third parties that they transmit and store (principle 

of “safe harbor”), but includes the clarification that exemptions should not 

be disapplied when providers of intermediary services carry out voluntary 

own-initiative investigations or comply with the law (“good Samaritan” 

exception). Establishing an obligation of general supervision or active in-

vestigation for intermediaries continues to be prohibited. There are new 

obligations such as, in respect of orders from national judicial or adminis-

trative authorities, to act against illegal content and to provide information. 

The DSA also sets asymmetric due diligence obligations on distinct types of 

digital service providers depending on the nature of their services and their 

size, to avoid the creation of disproportionate burdens. It starts with the 

basic obligations applicable to all intermediaries,20 and then it creates new 

layers of obligations for hosting providers,21 online platforms,22 and very 

large online platforms and search engines.23 

20.   Section 1 lays down those obligations: to establish a single point of contact; to designate a legal 
representative in the EU; to set out in their terms and conditions any restrictions that they may im-
pose on the use of their services and to act responsibly in applying and enforcing those restrictions; 
and transparency reporting in relation to the removal and the disabling of information considered to 
be illegal content or contrary to the providers’ terms and conditions. 
21.   Section 2 lays down obligations for them to put in place mechanisms to allow third parties to 
notify the presence of alleged illegal content. Furthermore, if they decide to remove or disable access 
to specific information provided by a recipient of the service, it imposes the obligation to provide that 
recipient with a statement of reasons. 
22.   Section 3 lays down obligations applicable to all online platforms (but not to micro or small en-
terprises): to provide an internal complaint-handling system in respect of decisions taken in relation 
to alleged illegal content or information incompatible with their terms and conditions; to engage with 
certified out-of-court dispute settlement bodies to resolve any dispute with users of their services; 
to ensure that notices submitted by entities granted the status of trusted flaggers are treated with 
priority and sets out the measures online platforms are to adopt against misuse; to inform competent 
enforcement authorities in the event they become aware of any information giving rise to a suspicion 
of serious criminal offences involving a threat to the life or safety of persons; and to publish reports on 
their activities relating to the removal and the disabling of information considered to be illegal content 
or contrary to their terms and conditions. 
23.   Section 5 lays down obligations to manage systemic risks. Three categories of systemic risks 
should be assessed in-depth and the first category concerns the risks associated with the misuse 
of their service through the dissemination of illegal content, namely hate speech. Very large online 
platforms are obliged: to conduct risk assessments on the systemic risks brought about by or relating 
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The creation of different obligations depending on the size and functions of 

the intermediaries makes full sense as they are widely different. However, 

even considering this approach, Keller (2016) argued that it is almost certain 

that smaller platforms will have difficulty shouldering the DSA’s burdens 

and, in pursuit of legitimate content moderation goals, the DSA may in-

advertently sacrifice competition goals, and foreclose future diversity in 

platform practices and speech rules.

The DSA underlines that, while the Code of conduct sets a benchmark for 

the participating companies with respect to the time needed to process 

valid notifications for removal of illegal hate speech (24 hours), other types 

of illegal content may take different timelines for processing, depending on 

the specific facts and circumstances and types of illegal content at stake. 

Regarding very large online platforms and online search engines, they 

shall put in place reasonable, proportionate and effective mitigation meas-

ures, with consideration to the impacts of such measures on fundamental 

rights. Such measures may involve adapting content moderation process-

es, including the speed and quality of processing notices related to specific 

types of illegal content and, where appropriate, the expeditious removal of, 

or the disabling of access to, the content notified, in particular in respect of 

illegal hate speech or cyber violence, as well as adapting any relevant de-

cision-making processes and dedicated resources for content moderation.

Even if the DSA does not specifically apply to hate speech given its general 

scope, it is clear that is going to have a big impact in how social media tackle 

hate speech on line as it has the potential of becoming a kind of GDPR for 

content moderation. There may be a Brussels effect (Bradford, 2020) and 

many companies may generally apply these rules even outside the EU.

to the functioning and use of their services; to take reasonable and effective measures aimed at miti-
gating those risks and to submit themselves to external and independent audits. 
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Conclusions

The Council of Europe and the EU have developed a great deal of standards 

to fight hate speech, including soft and hard-law. Their objective is to help 

their Member States to fight online hate speech in a way respectful with 

human rights which sometimes is a challenge, including how to tackle the 

hate speech disseminated through social media.

States should be mindful of the recommendations of the Committee of 

Ministers of the Council of Europe and ECRI that present a useful roadmap to 

put in place laws and measures that help them create a suitable legal frame-

work. National laws such as the Loi Avia should be avoided, because they 

are a quick undercut that conflicts with constitutional rights. Sometimes 

it is not so clear what may constitute a fringe case of hate-speech and 24 

hours deadlines could not be enough, as not all intermediaries are Google, 

Facebook or Twitter. However, platforms that have a high revenue and a 

business model fed by third-party generated comments should channel the 

proper resources to moderate comments and act expeditiously when noti-

fied about manifestly illegal content.

Social media platforms must fulfil their obligations, act transparently, re-

spect human rights and apply the necessary due diligence. Nevertheless, 

the principles of the E-Commerce Directive cannot be quickly discarded. 

Legislation that creates overblocking incentives should be avoided and that 

may be the result of enhancing the liability of intermediaries. Laws should 

respect the fact that offensive or shocking comments are protected by free-

dom of expression. 

It is important to monitor the results of both the Code of Conduct of the 

EU and the DSA to see how they affect hate speech online and if they are 

the right measures. The DSA brings a sizeable number of procedural im-

provements that could be mimicked in other parts of the world with the 

necessary adjustments.
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Introduction 

Social media platforms have changed how quickly 

and easily people communicate across social and ge-

ographical boundaries. Millions of people worldwide 

can now quickly access any digital content, compared 

to the past when gatekeepers controlled and negotiat-

ed access to the mass media platforms (Appel et al., 

2020). Demuyakor and Doe (2021) point out that this 

particular development has increased the impact and 

harm associated with misinformation, disinformation, 

and malinformation related to hate speech, in addition 

to improving opportunities for citizens’ freedom of ex-

pression and diversity. Aondover et al. (2023) state that 

globally, regulators are exploring practical options to 

these new socio-legal challenges social media present. 

In the post-truth era, social media are perceived as the 

fourth state (Chiluwa & Samoilenko, 2019). Social media 

technologies are deemed to be not just the essence but 

also the backbone of 21st-century democracy. Chiluwa 

et al., (2020) observed that social media have been re-

flecting the happenings around the globe, starting from 

individuals to the entire community. Demuyakor and 

Doe (2021) note that if effectively monitored, social 
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media platforms could be helpful in not only seeking or pursuing the truth, 

but also reporting stories as they are, rather than changing facts or coming 

up with a story to suit the interest of one particular group. In this regard, 

social media ought to report the truth, desist from forms of hate speech; 

offer a voice or help to the voiceless; reflect diversity as well as improve crit-

ical judgment. At individual levels, social media is argued to gratify users’ 

self-fulfilment as they reflect what users stand for and believe in.

Digital platforms are quickly replacing traditional communication chan-

nels on a global scale. It is incredibly difficult to establish a set of cyber 

norms that are globally recognized due to the variety of cultural, political, 

and social norms that users around the world adhere to. The prevalence of 

internet anonymity and the rise in predatory and harmful behaviour add to 

the complexity of this situation. Users have the potential to unintentionally 

hurt other users through hate speech, fraudulent reviews, offensive mes-

sages, and other methods (Chakraborty & Masud, 2022). With hate speech 

trending in dialogue and disagreements in the public domain, terrestrial 

or virtual, this aspect of the media ecology has unintended repercussions. 

Such an emphasis advances the bigger conversation on media material that 

represents reality (Owens-Ibie, 2019).

However, the trending nature of hate speech on social media in Nigeria and 

elsewhere in the world is alarming. The kind of hateful information people 

post on social media is undermining the collective peaceful co-existence 

of individuals, as people or groups. This also underscores the position of 

Owens-Ibie (2019) that the role of the media to either mirror or shape so-

ciety, has an underlying logic. This position is anchored on the circular 

relationship that captures both elements in any instance and process. The 

social media as mirror argument, acknowledges that content is based on 

reality and subsisting cultural values and social trends, rather than prod-

ucts of the imagination. Similarly, social media content is hardly a perfect 

or neutral reflection of such mirrored reality. It is evident that there is a 

selectivity process informed by content creators, news sources, and other 
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media producers and gatekeepers in the information chain who often pres-

ent content their own way. 

This suggests that information and communication spaces are dynamic and 

are structured using elements that are always changing. Audiences and in-

dividuals who have had, and continue to have, an impact on the political and 

other settings are at the intersection of this dynamic. This setting explains 

why concerns and trends relating to hate speech have received more at-

tention on social media. This chapter is a condensed collection of opinions 

on the problems, recent developments, and discontent surrounding hate 

speech on social media. It discusses aspects of hate speech on social media, 

from the more general to the more specific.

Context 

Free expression, which is protected under Article 19 of the Universal 

Declaration of Human Rights, has not only been adopted as a global tem-

plate, but has come to define Nigeria’s democratic process. Demuyakor and 

Doe (2021), citing the United Nations, state that every individual has the 

right to freedom of expression, which includes the freedom to hold opin-

ions without interference and to seek, acquire, and disseminate knowledge 

through any media, regardless of boundaries. Social media and the right 

to free speech are both thought to be crucial for advancing the democrat-

ic ethos. Aondover et al., (2022) noted that throughout the 20th century, 

the most popular method of safeguarding individual freedom or right of ex-

pression, was utilizing judicial formation and protection of legal as well as 

constitutional rights.

For example, many democratic societies have added a clause against the use 

of hate speech in guarantees on freedom of speech. For instance, Article 

10(2) of the European Convention on Human Rights (ECHR) provides that 

“the exercise of freedom of expression may be subject to such formalities, 

conditions, restrictions or penalties as prescribed by law, the interest of na-

tional security for the protection of the reputation or right of others.” Most 
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doctrines that established freedom of speech and expression in Nigeria 

added a clause to guard against hate speech, and promote human digni-

ty, societal cohesion and peace. Section 39(1) of the 1999 Constitution as 

amended in 2011, provides that “every person shall be entitled to freedom of 

expression.” Similarly, section 45 provides that nothing in section 39 shall 

invalidate any law that is reasonably justifiable in a democratic society in 

the interest of public order, public morality and to protect the rights and 

freedom of other persons. 

In exploring the diminishing role of facts and analysis in American public 

life, Kavanagh and Rich (cited in Owens-Ibie (2019) described the questions 

of reliability and rejection of factual information in contemporary society as 

indicators of “truth decay.” Three of the four trends they identified in this 

“‘decay” are manifest in technology-moderated engagements, and include: 

a blurring of the line between opinion and facts; increasing relative volume, 

and resulting influence, of opinion and personal experience over fact; and 

declining trust in formerly respected sources of factual information. These 

trends have been influenced majorly by the interface between human (with 

sensibilities) and technology (without sensibilities). Today, misinformation, 

disinformation and malinformation have spread largely through the em-

powerment of technological platforms like social networks and through 

social messaging, which in their manifestations raise questions on the ex-

tent of regulation and self-regulation of companies providing these services.

Recent changes in the media eco-system have given rise to new challenges 

in the media landscape that journalists, academicians, technology compa-

nies and experts are confronted with and still haven’t quite resolved. One 

of the most prominent of such challenges is hate speech (Aondover, 2022). 

Recent experiences continue to show both the negative and positive usage 

of the social media in Nigeria and globally (Kurfi et al., 2021). An anti-social 

media bill introduced by the Nigerian Senate on November 5 2019, sought 

to criminalize the use of social media in peddling false or malicious infor-

mation, but was discontinued due to public criticisms. The bill prescribing 

death by hanging for any person found guilty of any form of hate speech 
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sponsored by the Senate spokesperson, Sabi Abdullahi, sought the estab-

lishment of an Independent National Commission for Hate Speeches, but 

was resisted by civil society groups in Nigeria.

Attempts at regulation of social media in the last few decades have made it 

an even more attractive option in social interactions, surpassing contribu-

tions of other innovations in the history of mass media. This flows from the 

foundational logic that information is necessary for effective modern so-

cial, economic, and political development. Social media have made people, 

being the sources, the processors as well as the end users of all informa-

tion. Its powerful networks; and its speed of transmission have impacted 

people (Mojaye & Aondover, 2022). Information is power, information is 

the engine room for meaningful and sustainable development and informa-

tion is also the catalyst for effective social interaction (Owens-Ibie, 2016). 

Therefore, the biggest benefit accruable from the use of social media is 

their facilitation of information flow, communication and the inherent free-

dom of expression. 

Social media have in the process democratized and personalized accusa-

tion, aided by the powerful networks of internet communication. However, 

the growing menace constituted by hate speech has informed the attempts 

at legislative remediation. Stakeholders at a national summit on hate speech 

observed that social media have contributed to the spread of hate speech 

and writings, through the spread of gory pictures of either false or imagined 

wars (Ogbuoshi, et al., 2019). Therefore, hate speech is a serious issue that 

has characterized the social media era and if not checked, is capable of pro-

moting conflict and division rather than the required cohesion necessary 

for the country’s collective development. 

Between hate speech legislation, free speech and press freedom 

Freedom of expression is a natural right individuals enjoy, which is en-

shrined in the Constitution, local legislation and international human rights 

law. The antecedence of free speech dates back to the ancient Greece when 

the debate was about whether persons other than male landowners should 
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be allowed to speak in public (Oriola, 2019). The advent of mass communica-

tion through the invention of printing also attracted repression of expression 

through licensing laws. However, the rise of democracy has promoted inter-

national debate and facilitated legislations and conventions on free speech 

and press freedom. 

Some of the output from the global response to the logics of human rights, 

are: the Universal Declaration of Human Rights (UDRH), Article 19; 

International Covenant on Civil and Political Rights (ICCPR); and Article 9, 

African Charter on People’s and Human Rights (ACPHR). These documents 

are unequivocal on the right of every person to seek, receive and share 

any kind of information in any form without any hindrance. Mihajlova et 

al., in Oriola (2019) identify the classes of information as political, artistic 

and commercial and the forms of communication as oral, written, artistic 

and any other media including new technologies. Section 39(1) of the 1999 

Constitution of the Federal Republic of Nigeria as amended, provides that 

“every person shall be entitled to freedom to hold opinions and receive and 

impart ideas and information without interference.”

Press freedom and free speech can therefore, be seen as two aspects of the 

same concept because they both derive from the basic freedom to gather, 

process, and transmit information without hindrance. The freedom of the 

media to source and publish, information as well as protect their sources, is 

guaranteed by international human rights legislation, the Nigerian constitu-

tion, and other legal frameworks. 

The Nigerian 1999 Constitution in section 39(2) states: “without prejudice to 

the generality of subsection (1) of this section, every person shall be entitled 

to own, establish and operate any medium for the dissemination of infor-

mation, ideas and opinions.” It also stipulates conditions for ownership of 

television or wireless broadcasting stations. 

Since there is no absolute freedom anywhere and the fact that a society is 

defined by a web of social interactions, it is evident that in the course of the 
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exercise of a right by an individual or a group, an infringement on the rights 

of others may occur. This consideration and that of national security are 

adduced for limitation to human rights, including the right to freedom of 

expression and of the press. McQuail (2010) observed that such regulations 

and control lead to censorship restraints or limits on publication. One of 

such measures with local and international advocates is the restriction on 

hate speech (Oriola, 2019).

Within this framework, the need to promote equality and discourage dis-

crimination is provided in Articles 1, 2, and 7 of the UDHR and Articles 2(1), 

Article 20(2) and 26 of the ICCPR. For instance, Article 20(2) of the ICCPR 

places the obligation on States to legally prohibit “any advocacy of nation-

al, racial or religious hatred that constitutes incitement to discrimination, 

hostility or violence.” This is an express international human rights require-

ment for the prohibition of hate speech. The Nigerian Constitution does not 

expressly provide restrictions on hate speech but in section 39(3), states 

that nothing in this section shall invalidate any law that is reasonably jus-

tifiable in a democratic society. This means there is a limit to freedom of 

expression and hate speech is not freedom of expression. 

Effects of hate speech

Public dialogue on hate speech assumed some prominence during the 

administration of former President, Muhammadu Buhari. For example, 

Adelakun (2017) notes that the 2015 Nigerian election campaign season 

saw a rise in hate speech as a result of the extensive use of divisive polit-

ical advertising by political actors. Since the 2015 election campaign, hate 

speech as a concept has been argued to have established roots in Nigeria 

(Ezeibe, 2015). The All Progressive Congress (APC) presidential candidate 

Muhammadu Buhari was the target of a documentary that was shown on 

Africa Independent Television (AIT), over which the APC petitioned the 

National Broadcasting Commission as a “hate broadcast,” requesting that 

AIT should be sanctioned.
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According to Adelakun (2017), there is need however, for a legal and ad-

ministrative conceptualization of hate speech for the purpose of setting 

boundaries so that simple social media comments, as well as mainstream 

media messages that constitute insults, slander, libel, comedy, propagan-

da, criticism, and legitimate protests against government policies, are not 

mistakenly construed as hate speech. Nigeria is multi-ethnic, multilingual, 

and culturally sensitive, and languages have contextual meanings and in-

terpretations, which may have inspired the commercial. This implies the 

need to contextualise social and political messages as an expression that is 

acceptable in one culture may be viewed as insulting in another. But this is 

one perspective.

In line with US Legal (2016), violence is a potential consequence of hate 

speech. Hate speech aids in recruiting new members for an organization. 

According to Brown (2017: 420), the consequences of hate speech include 

“harm, dignity, security, healthy cultural dialogue, democracy, and legiti-

macy.” Both individual and collective victims suffer injury. Adelakun (2017) 

agrees with Brown on the detrimental effects of hate speech, stating that it 

argues for, supports, promotes, or incites hatred against a certain group of 

people known for something. It makes its victims emotionally and psycho-

logically uncomfortable, reduces social and economic mobility by fostering 

inequality, causes drug and alcohol abuse, and may even result in hate 

crimes, which can have serious repercussions for societal peace, order, and 

security. He also asserts that hate speech undermines the democratic con-

cept of the free exchange of ideas since it encourages social and political 

exclusion of specific people and groups that Waltman and Ashely (2017) la-

bel as “out-groups.”

Hate speech includes any statements, actions, gestures, writings, or dis-

plays that have the potential to instigate violence or carry out discriminatory 

deeds. In essence, these speeches deprive other people of their respectabil-

ity and sense of order (Mrabure, 2015).
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Analysis of hate postings 

Okunna’s (2018) position that hate speech appears to be largely associat-

ed with the ruling class and trends on social media, while not exclusively 

pointing in the direction of the political leadership cadre, tend to provide 

some evidence to corroborate this. Some examples of controversial posts 

on the social media handle of leaders or attributed to them are as follows: 

“The North would make the country ungovernable if President Goodluck 

Jonathan wins the 2011 polls. Anything short of a Northern President is 

tantamount to stealing our presidency” (A comment credited to a for-

mer governor of Kaduna state (Nasir El-Rufia) in 2010 on social media) 

(Hate speech comment on Facebook, 2022).

“The Igbos are collectively unlettered, uncouth, uncultured, unre-

strained and crude in all their ways. Money and the acquisition of wealth 

is their sole objective and purpose in life” (Femi Fani-Kayode, a former 

Aviation Minister, 2013). (Hate speech comment on Facebook, 2013).

“They are senseless and idiots. But I will not blame them because most 

of them (Igbos) don’t have parents. They are being produced by baby 

factory.”(Hate speech comment on Facebook, 2022).

“If Arewa youths and all the Hausa-Fulani cows don’t keep to their Octo-

ber 1st threat, they will forever remain fools and cowards.” (Hate speech 

comment on WhatsApp, 2022).

“Bunch of illiterate almajiris wanting to lead the literates.” (Hate speech 

comment on Facebook, 2023).

“Idiot president, Fulani herdsmen that go about fully armed killing 

and destroying villages are not senseless to you, but armless free-

dom fighters are senseless…Foolish man.” (Hate speech comment on 

Facebook, 2023).
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“Buhari would likely die in office if elected, recall that Murtala Mu-

hammed, Sani Abacha and Umaru Yar’Adua, all former heads of state 

from the Northwest, had died in office” – The Governor of Ekiti State, Pe-

ter Ayodele Fayose, (ThisDay, January 19, 2015, and other social media 

platform like Facebook).

“Wetin him dey find again? Him dey drag with him pikin mate, old man wey 

no get brain, him brain don die patapata – what else is he (Buhari) after, 

contesting with people young enough to be his children. The old man who 

lacks gumption; he is completely brain dead.” – Former First Lady, Pa-

tience Jonathan, at a PDP political party rally in Kogi State (The Express 

News, 4th March, 2014 as well as social media platforms like Facebook 

and WhatsApp).

“God willing, by 2015 something will happen. They either conduct a free 

and fair election or they go a very disgraceful way. If what happened in 

2011 should again happen in 2015, by the grace of God, the dog and the ba-

boon would all be soaked in blood.” – Presidential Candidate of Congress 

for Progressive Change, General Muhammadu Buhari (Lika Binniyat in 

Vanguard Newspaper on May, 15th 2012, which also appears on social 

media like Facebook). 

The highlight in italics is for emphasis, and indicative of the depth of neg-

ative passion and resentment for individuals, and extended to their group, 

and trivialises death. It is important to note how these comments went viral. 

Since communication on social media trigger multiplier effects and volatili-

ties, these postings which are attributed to political leaders and anonymous 

social media activists, had influences which may have been consequential. 

Their significance derives not only from the difficulty in measuring their 

impacts, but that they featured during and around the period of elections, 

politics and national controversies. They raise issues of emotional intelli-

gence and levels of understanding of the consequences of communication 

and the use especially of easily accessible and largely unregulated social 

media. As Okunna (2018) has noted, without the social media, such hate 
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speech could fail to come alive. That means that the media are instrumental 

to the spread of hate speech.

The Hate Speech Bill, which was proposed by the Nigerian Senate pre-

scribed death by hanging for any person, found guilty of any form of hate 

speech that results in the death of another person. The ‘Hate Speech Bill’ 

was sponsored by Senator Aliyu Sabi Abdullahi. The Bill seeks to “elimi-

nate” hate speech and discourage harassment on the grounds of ethnicity, 

religion, or race among others. It prescribes stiff penalties for offences 

such as “ethnic hatred.” “Any person, who uses, publishes, presents, pro-

duces, plays, provides, distributes, or directs the performance of any 

material, written or visual, which is threatening, abusive or insulting or 

involves the use of threatening, abusive or insulting words, commits an 

offence”(Okunna, 2018). 

The bill prescribed a penalty for those who are found guilty of any form 

of hate speech that results in the death of another person after judicial 

processes in a Federal High Court. According to critics of the bill, “critical 

sections of the society like the mass media, civil society, pressure groups, 

the academia, writers, and creative or performing artists who expectedly 

will bear the main brunt of the obnoxious law have been curiously and dan-

gerously indifferent, as only a few voices have raised the alarm.” The critics 

of this penalty thought that death penalty should have been provided as the 

punishment when someone or a group is responsible for the deaths of other 

people. In an editorial on March 19, 2018, The Punch criticized the bill in the 

following words: 

Although promoting or inciting hatred is wrong from all angles, this 

bill is undesirable because it is being presented by those who are un-

accustomed to and uncomfortable with the procedures and intricacies 

of democracy and fundamental rights. President Muhammadu Buhari 

never suggested such severe jail terms and penalties against the use of 

free speech and media freedom during his first term as a military head 

of state. The notorious anti-media Decree 4, which made headlines dur-
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ing the military coup he oversaw in 1984–1985, fell far short of levying 

fines amounting to millions of naira or establishing the death penalty. 

Furthermore, the British colonial rulers who created and implemented 

a series of anti-press and sedition laws did not consider using the death 

sentence to stifle free speech (p. 45). 

The Newspaper pointed out that the Bill conflicts with the 1999 Constitution 

Chapter IV’s provisions on fundamental rights, particularly Sections 38 and 

39, which protect freedom of expression and the press, respectively, and 

freedom of thought, conscience, and religion. The fundamental law and 

supporting legislation sufficiently forbid the abuse of these rights and dis-

crimination against individuals or groups on the basis of race, ethnicity, 

or religion. According to Shehu Sani, a former Nigerian Senator, the law 

outlawing hate speech would be used against free speech, and Nigerians 

should resist and reject it, as the bill would be used as a form of intimidation 

(Sahara Reporters, 2015).

Implications for peaceful coexistence 

The social media boom is one of the most amazing inventions of the 

twenty-first century. According to Dauda et al. (2017), it has altered how peo-

ple communicate, comprehend, and respond to social events in general and 

conflicts in particular. It is necessary to comprehend how hate speech af-

fects the peaceful coexistence of different ethnic groups, and identify other 

fault lines in the country, given Nigeria’s ethnic and religious identities and 

plurality. The political elites, ethnic groupings, and religious organizations 

have exploited these identities, and engineered movements for power and 

resource control by social groups who were previously repressed (Danaan, 

2017), although social media can also be utilized to further development 

goals in a multicultural community (Kurfi et al., 2021). 

The trend has however been towards violent conflicts, whether electoral, 

communal or ethno-religious, as end product of the spread of hate speech 

through social media (Dauda et al., 2017). According to a report by the 
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Centre for Information Technology and Development (CITAD) in Aondover 

(2022), there has been a rise in hate speeches among Nigerians on vari-

ous social media platforms. The report indicated that 60.3 per cent of hate 

speeches recorded came from Facebook, 5.9 per cent from newsletters and 

4 per cent from blogs surveyed; 63 per cent of perpetrators of hate speech-

es are prominent people while 39 per cent of them are ordinary citizens 

(non-prominent); 35.2 per cent of the hate speeches insult people for their 

religion, abuse people for their ethnic or linguistic affiliation, or express con-

tempt against people because of their place of origin (Aondover et al., 2023). 

Findings of a study by Ende and Dzukogi (2012) indicate that verbal ter-

ror attacks directed at individuals, ethnic groups, religious institutions and 

regions, as stereotypes were used to describe those involved. Comments 

deemed as offensive employed hate speech, threats, abusive language and 

assassination of character.

Due to lax rules, the problem of hate speech has grown significantly in 

Nigeria, and apparently throughout Africa. As the use of hate speech re-

mains largely unchecked, animosity amongst the ethnic groups that make 

up Nigeria has grown (Ezeibe, 2015). There are still attempts in the pub-

lic space to distinguish between constructive criticisms and hate speech. 

The necessity to control the spread of divisive and inflammatory comments 

through social media is obviously unavoidable given the country’s ethnic 

and religious fault lines. The Nigerian government has tried to respond 

through regulatory agencies like the NBC, initiatives through the legisla-

ture, and media statements and other pronouncements.	

In August 2017, Nigeria’s former Vice-President Yemi Osinbajo declared that 

“hate speech will no longer be tolerated, as the country’s leaders’ silence 

on this issue would be a grave disservice to the nation, its peace, and its 

future.” We have established a clear line against hate speech; it will not be 

permitted, will be viewed as terrorism, and will be met with all appropriate 

sanctions (Aondover, 2022). The National Orientation Agency (NOA) started 

a campaign on social media with the hashtag “say no to hate speech”, stat-

ing that, “In the last few months, our country and its people have witnessed 
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a disturbing trend in social and political conversations that sometimes call 

into question our traditional friendship, love for one another, and respect for 

authority,” the Director General of NOA noted” (Vanguard, 2017).

Efforts by the federal government to address issues of hate speech have 

reignited debates among political and civil society organizations on what ex-

actly qualifies as hate speech. While some political and public affairs experts 

suspect the motives of government as likely to infringe on people’ rights (es-

pecially the right to free speech and expression), others concede the need 

for legislation to control hate speech. “Any law capable of hindering the free-

dom of expression granted under Section 39 of the 1999 constitution and 

the African Charter, would be illegal and unconstitutional,” As Ebun-Olu 

Adegboruwa, a human rights attorney in Lagos, elaborated in a statement 

to Premium Times, “this is only an attempt by the APC-led administration to 

intimidate citizens” (Ezeamalu, 2017). 

A former governor of Ekiti State, Ayodele Fayose, viewed the decision to 

categorize hate speech as an act of terrorism, as a scheme by the APC admin-

istration to intimidate the PDP: “This appears to be another plot to silence 

the opposition,”, “and I make bold to say that, saying the truth concerning 

the country and its rulers cannot be termed as hate speech” (Aondover et 

al., 2022). The former governor of Rivers State, Nyesom Wike, referred to 

the action as a threat that was only intended to terrorize PDP opponents “…I 

don’t know what they refer to as hate speech.” I’m not sure if we should all 

remain silent when something is wrong” (Gogo, 2017).

Conclusion 

This chapter has discussed the concerns and patterns of hate speech on 

social media in Nigeria. While social media provide platforms for varia-

ble expressions, concerns about its unmanageable or largely unregulated 

mechanisms have led to debates on the need to interrogate their uses and 

abuses, especially given its rising profile as a major belt for the transmis-

sion of hate speech. Such direct and inadvertent promotion of hate speech 
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has contributed to instabilities and violence deemed as inimical to the de-

velopment goals of Nigeria. It is necessary to stop the trend of utilizing 

social media to instigate crises. The need to promote peaceful coexistence 

is imperative. While the spread of hate speech on social media poses severe 

challenges to peaceful coexistence, its positive potential to advance peaceful 

coexistence will go unrealized unless excesses associated with users who 

appear unable to strike a balance between their right to and freedom of ex-

pression, and the demands of emotional intelligence and conflict sensitivity, 

are appropriately addressed. There is need for stakeholders’ consensus to 

enable the alignment of law and policy with reality in a way which does not 

attempt to prey on access or validate opportunism.
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Introduction

Since it was first created, the Internet has brought with 

it the hope for increased access to information. Many 

of its developers believed that people could, through 

it, “free themselves from both the government and 

the big corporations” (Castells, 2003: 26). The Internet 

has been, since then, provoking many changes in are-

as such as work organization, economic development, 

and access to information. Besides all of that, it has 

also been promoting a new dynamic in the way peo-

ple interact socially, as well as new forms of social and 

political organization.

As examples of political mobilizations that came to 

be, or were operated, mainly via the internet, we can 

highlight a number of different ones around the world: 

“the online protests against the events of Tiananmen 

Square in China, in 1989, via computer networks oper-

ated by Chinese students abroad” (Castells, 1999: 378); 

the Zapatist movement which, in the 90s, used the in-

ternet to disseminate their cause and share pictures of 

their mobilizations; movements carried out in Tunisia, 

Iceland, Spain, the United States, and, more specifically, 

in Brazil (Castells, 2013). This last one happened in 2013, 
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when thousands of young people took to the streets, initially to demand no 

increase in public transportation fares and the creation of a public transpor-

tation policy. However, those demands were soon followed by more general 

calls for social and economic changes in the country.

What all of those movements have in common is that they all used online 

social media as a tool for mobilizing and organizing political actions that 

would later be carried out in the streets. However, in Brazil’s particular 

case, it is precisely within these mobilizations that we observed the expan-

sion of two pre-existing movements in the country: the co-optation of the 

movement that took to the streets by the conservative right, and the prolif-

eration of alternative media platforms, specially on the right-wing side of 

the political spectrum.

Analyzing data from Twitter about the 2013 movement, “only the right-wing 

side of things is shown”, illustrating how this chapter in Brazil’s history 

“was being disputed and was eventually won by conservative and right- 

-wing movements” (Medina, as cited in JornalGGN, 2016, 2). According to 

Javier Medina (2016), this was the only social movement organized via social 

media that was co-opted by the conservatives, thus clashing with the other 

international mobilizations of the same kind that we have mentioned before.

This usage of social media as a means of political mobilization became very 

important in Brazil. In the 2018 elections, the elected candidate chose to 

carry out his campaign mostly through the internet. Let us look more close-

ly at how that came to be.

Hate and hate speech

Before we keep on going, it is necessary to conceptually distinguish “hate”, 

as a regular emotion (or affection), from “hate speech”, as a specific com-

pound of language and behavior. 

To hate something is a common, if not universal, human experience. We 

all feel hate, even within loving relationships. It is normal for us to hate 
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our parents, our children, our companions, our friends, and we may feel it 

more the stronger the bond is (Freud, 1915/1996). We hate what is strange 

and different, but we also hate what is alike: if something is too similar to 

us, we might feel the need to differentiate ourselves from it – hence hating 

a neighboring country, for example, or a rival soccer team. Another inter-

esting fact about hate is that when two people share hatred towards a third 

party it creates a bond between them. Those bonds become stronger the 

more increased is our ability to hate those who are not us (Freud, 1921/1996, 

1930/1996).

According to the Freudian perspective, hate would be a correlative of the 

death drive, just as love would be a correlative of the life drive. That is to say 

that hate is a force within us, that constitutes us as much as the love force 

does. We are, after all, talking about the constitutional forces of the living 

beings (Freud, 1920/1996). Thus, we cannot and should not dream of a world 

without hate or death drive. This also means that there is no pacifism that 

is not a struggle, i.e., that is not moved by the very force of hatred that it 

fights against. Using an example taken from the Brazilian politics context, it 

is worth remembering the famous speech by Ulysses Guimarães during the 

promulgation of the 1988 Constitution, which re-democratized the country: 

“We hate and we are disgusted by the dictatorship. Hate and disgust”.

However, despite the difficulties, we can insist on changing the final desti-

nation of human’s aggressive impulses “to such a degree that they do not 

need to find expression in war” (Freud, 1933/1996: 205). They can find their 

expression elsewhere, for example, through dialogue: even if it is difficult 

and challenging, even if there is conflict. After all, a conflict in which all 

parties can manifest themselves is preferable to extremist positions such as 

wars and dictatorships, in which the other is not allowed to participate as 

anything other than an enemy.

This defines what we are here comprehending as being the regular, every-

day mundane hate. 
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Hate speech, on the other hand, is an entirely different concept altogether. 

It designates a mechanism of political influence, which instrumentalizes 

the feeling of hatred and the desire for violence in order to gain power. 

According to Schäfer, Leivas & Santos (2015: 149-150).

Hate speech is the expression of intolerant, prejudiced and discrimina-

tory ideas against vulnerable individuals or groups, with the intention 

of offending their dignity and inciting hatred based on the following 

criteria: age; gender; sexual orientation; cultural identity; political 

opinion; social origin; socioeconomic status; educational level; status 

of migrant, refugee, repatriate, stateless person or internally displaced 

person; disability; genetic characteristics; physical or mental health sta-

tus, including infectious; and disabling psychological conditions, or any 

other condition.

This form of discourse usually does not occur in the “context of a private 

conversation”, but it is, instead, “addressed to a group, to a collective” 

(Carvalho, 2017: 51). 

It should not be a big surprise that those who “vociferate hate” (Dias, 2012) 

end up finding in social media a very prolific space for the publication of this 

kind of speech. Social media is also a good place for them to find like-mind-

ed individuals in order to share their speeches, to perpetrate their online 

attacks and harassment.

Such behaviors can easily take place because the current way social media 

platforms are organized has contributed to the alienation of its users: by 

keeping them in ideological bubbles, these platforms end up blinding them 

from “the experiences of other groups that are being manipulated separate-

ly” (Lanier, 2018: 105). In other words, the “[...] version of the world you 

are seeing is invisible to other people, who will misunderstand it, and vice 

versa” (Lanier, 2018: 105). This mechanism creates an “online myopia”, as 

“most people can only find time to see what is put in front of them by al-

gorithmic feeds” (Lanier, 2018: 98). This reduces the possibility of people 

understanding each other, i.e., understanding different political positions or 
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social opinions (Lanier, 2018), as it limits how much of the other we can ac-

tually see. This online “myopia” enhances the proliferation of hate speech, 

aggression, and even stalking1 on social media.

While organized in their respective bubbles, internet users may feel like 

there will be no consequences to their actions, since the individuals that 

are responsible for the sites and applications where hate speeches are post-

ed do almost nothing to prevent them. Numerous reports have been made 

regarding the posting of hate speech on social media, as well as the way 

these platforms operate and the effects of content suggestions and naviga-

tion guidance (Lanier, 2018). However, those in charge typically take no 

action, as they financially benefit from the dissemination of this type of 

content, demonstrating that financial gain is of greater importance to these 

big companies than the wellbeing of the many people affected by this prob-

lem (Córdova, 2019; Dias, 2020; Zuboff, 2020).

A little bit about Brazil

It is also necessary to contextualize Brazil a bit more, so that our readers 

can better understand the following topics, as each country and each people 

has their own particularities. 

Brazil is a former colonized country, and because of that it bears the marks 

of the barbarism, violence, prejudices and huge social and financial gap 

between classes that is proper to former colonies. The Brazilian people orig-

inates from the encounter between the Original peoples (i.e., the ones that 

were already here when the Europeans invaded the land), the European 

colonizers, and the multiple enslaved African people. This miscegenation 

is an important factor to the nation’s very culture. Most of the elite, the 

majority of which descend from the white Europeans that conceived the 

country as just a land to be explored (Ribeiro, 1995), look down upon the 

rest of the population, as if they were still meant to be mere servants.  

1.   In April 2021, Brazil approved and enacted the Law 14,132/21, which criminalizes stalking, includ-
ing the online type. This new law increased the penalty for internet stalking to three years of impris-
onment (Brazilian Chamber of Deputies, 2022).
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Due to these historical prejudices, the financial gap between upper and low-

er class endures to this day (Souza, 2017).

Adding to that, the upper class has always repressed popular political move-

ments with the use of violence, just like almost all the governments in the 

country’s history. This was done in order to keep the people away from 

political discussions and decisions, as well as to keep them as far away as 

possible from the country’s wealth (its lands, for example). The so-called 

“communist threat”, for one, which was used to justify the civil-military 

coup d’etat of 1964, was nothing more than a popular, tentative organization 

of agrarian reform and peasant leagues. However, the elite created heavy 

propaganda to sell this movement as an armed guerrilla, as if it were a vio-

lent national threat, in order to contain it.

Afterwards, the period of time that comprises the military dictatorship that 

followed the 1964 coup was filled with horrible practices of torture in base-

ments designed for just that. It lasted until 1985, but the upper-class refusal 

regarding policies aimed at reducing social inequality persisted.

Between 2003 and 2016, during the government of the Partido dos 

Trabalhadores (Workers’ Party, in a free literal translation), a number of 

efforts were made to implement several policies aiming at social equality. 

During this period, we could see the elite’s strong refusal embodied in a big 

array of demonstrations of disdain: they would, for example, state that, now 

filled with poor people, the airports had turned into bus terminals. Another 

subject that they regarded with the utmost criticism was the social welfare 

program called Bolsa Família (Family Allowance). 

The Bolsa Família program was aimed at reducing social inequality through 

income distribution. Each family received a set ​​amount of money, according 

to social criteria, and then would have to commit to a number of respon-

sibilities: keeping the children in school, following prenatal care in basic 

health units, in case of pregnancy, and providing medical attention to chil-

dren up to one year of age. This program deeply bothered the upper-class, 

as we have already mentioned, and some of their criticisms were delusional: 
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that women would intentionally try and get pregnant to be entitled to Bolsa 

Família, for example, and that the program would encourage people to stop 

working and consequently turn Brazil into a nation of unemployed leeches.

The program’s beneficiaries became special targets of hate speech in the 

2014 presidential elections. During this time, tensions were running high 

and the political discussions were more and more heated. However, it is 

only following the outcome of this election, and the non-acceptance of de-

feat by the candidate of the Brazilian Social Democracy Party - PSDB, that 

we begin to see a greater presence of vociferations and insults on social me-

dia. In 2016, two years later, this hate speech became even more noticeable 

by the time the impeachment/removal request was being discussed. This 

was the episode, as it is well known, that paved the way for the 2016 coup.

 The 2016 coup happened when the president at the time, Dilma Rousseff, 

was impeached over allegations that she had manipulated public accounts 

(particularly referred to, in Portuguese, as “pedalada fiscal”). However, in 

Brazil, that very same type of accounting maneuver had taken place since 

the government of Fernando Henrique Cardoso (1995-2003) (Amora, 2015). 

Yet, neither he nor his successor, Luiz Inácio Lula da Silva (2003 - 2010), had 

their accounts disapproved. And, even more importantly, none of them had 

to face impeachment requests.

In the case of Dilma, though, the request was accepted. The senators who 

approved the coup – openly declaring their votes in the name and in defense 

of Christian values, against communism and gender ideology –, are the 

same politicians who never questioned the exact same practice in previous 

governments and whom, two days after the coup, approved a law that made 

the use of supplementary credits more flexible without the authorization of 

the National Congress. That is: they legalized the very practice that deemed 

Dilma guilty (IG, 2016). 

Ever since this turn of events, the tension between “coxinhas” (conserva-

tives in favor of the impeachment) and “petralhas” (government defenders 

and left-wing people) was increasingly present on social media spaces. But 
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it was during the 2018 elections, two years later, that the Brazilian inter-

net became visibly overrun by a massive use of hate speech, fake news, 

and automatic bots, orchestrated by the election campaign of one presiden-

tial candidate: Jair Messias Bolsonaro. Those latter devices were used as a 

means to artificially increase the perceived number of his supporters, even 

though he already had many people actually engaging with and believing in 

the publications that were mainly received through WhatsApp groups and 

kept circulating in these spaces (Soares, 2018). 

The candidate kept his supporters in a made-up social imaginary, leading 

them to believe that they represented the good, that they were the defend-

ers of moral values, all the while portraying other groups as evil, as people 

who should be defeated and eradicated. An example of how the candidate, 

and later elected president, thought about the leftists, is that at one of his 

rallies, in Rio Branco - Acre, Jair Messias Bolsonaro held a camera tripod 

as if it were a machine gun, and declared: “Let’s shoot the petralhada2!” 

(YouTube, 2018).

Name calling and cursing among Internet users on Facebook in 20163

Name calling, cursing, and quarreling are some of the ways people may 

behave in order to attack others around them, and thus to obtain some sat-

isfaction out of their aggressive and hateful desires (Pereira, 2006). These 

tools are also used by Brazilian people when wanting to differentiate them-

selves from other Brazilians, with whom, thanks to that, they share a large 

number of traits. According to Freud (1921/1996: 112), people “closely relat-

ed keep a certain distance from each other: South Germans cannot stand 

North Germans; the English slander the Scots in all possible ways; Spanish 

people despise Portuguese people”, and so on and so forth. This attempt to 

keep a certain distance from the other that is all too similar for comfort is 

what Freud calls “narcissism of small differences”. 

2.   A slang, used pejoratively, for voters of the Workers’ Party or supporters of the left-wing in general.
3.   This topic is part of the Dissertation “O uso político do discurso de ódio no Brasil: um estudo de caso 
no Facebook (2016 - 2017)”, defended and approved in the Postgraduate Program in Social Psychology 
at the Federal University of Sergipe.
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Similarly, this need humans have to separate themselves and keep a dis-

tance from the other that is seen as too similar, can be seen when Brazilians 

speak ill of their Argentine and Paraguayan neighbors, for example, as well 

as when some Brazilians from the Southeast speak ill of Northeasterners, 

offending them and belittling their political positions. For example, a time 

when this happened openly in social media was 2014, more specifically, 

the moment following the results for the presidential election, when it 

was revealed that the northeast was mostly in favor of the Workers’ Party 

(Estadão, 2014). Many Southeasterners reacted very aggressively through 

social media, cursing and name calling the Northeasterners because of that.

Despite not having drastically changed the political and economic sys-

tems, the social changes that have taken place in Brazil during these recent 

years have brought about significant changes4 for lower-class people: they 

not only have more access to consumer goods, but also to places that were 

priorly reserved for those with greater economic power, such as airports, 

shopping malls, and even universities. Because of that, lower-class people 

became more visible and more present, which, for the upper-class, was all 

the more uncomfortable. In other words, the Brazilian elite’s difficulty in 

coexisting with its other, in the Freudian sense, became more and more 

evident (Dunker, 2015; Singer, 2016; Souza, 2016).

President Dilma Rousseff’s impeachment in 2016 precisely illustrates the 

behavior of this segment of society: permeated by competitive individualism 

and the old discourse demanding order, security, and against corruption 

(Chauí, 2016; Costa, 1989; Dunker, 2015; Souza, 2016), as well as united by 

the feeling of hatred (Cleto, 2016) towards the Workers’ Party and their de-

fenders, they took to the streets to demand the impeachment. Supported 

by the traditional Brazilian media (Lopes, 2016), they were even alongside 

those who called for the return of the military dictatorship. 

4.   These social changes took place as a result of a more distributive national public policy, marked 
by an increase in the minimum wage (Bresser, 2012) and a greater number of people with access to 
consumption (Souza, 2016).
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Therefore, these people are often acting aggressively, demonstrating their 

antipathy and aversion towards the other (Chauí, 2016; Dunker, 2015; 

Souza, 2016), in order to avoid the anguish that can be caused by critical 

thinking, by questioning, and maybe by realizing that the other is not as 

strange as one supposed.

In order to exemplify this, we will analyze some posts made by internet 

users5, collected on Facebook, during a moment when political acts, both 

in favor and against the initiation of the impeachment proceedings in 2016, 

were taking place on the streets.

Netizen 1: Clowns, idiots, and imbeciles gathered in front of FIESP.

Netizen 2: Look at ‘family workers’ defending their rights, walking happily, 

singing alongside FIESP6 and the Employers’ Union.7

Netizen 3: That’s better than the CUT and MST bums who burn tires and tor-

ment these same workers. (Comments taken from the post in the video “Por 

volta das 8pm, manifestantes pró-impeachment se reuniram em frente à 

Fiesp […]” - El País Brasil, 2016c).

The way many protesters, both in favor and against the impeachment, treat-

ed each other shows us once again their difficulties in dealing with small 

differences. That is because the more closed the group to which an individ-

ual belongs, the more the hatred will be directed towards external people 

(Freud, 1927/1996). Thus, establishing a dialogue between those different 

groups will be even more difficult (Dunker, 2016 as cited in Oliveira, 2016).

5.   Although users usually show their names on Facebook, we have chosen not to identify them. We 
have only enumerated each publication instead. The posts are presented in italics, for a better display, 
and their contents are kept without corrections (we have included the occasional misspellings or punc-
tuation mistakes).
6.   FIESP – Federation of Industry of the State of São Paulo (Federação da Indústria do Estado de São 
Paulo)
7.   In Portuguese, this would heavily imply that they are betraying their own class by marching along-
side the ones that employ them. It is heavier than what the English translation allows us thanks to the 
contexts in which both terms are used.
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Netizen 4: Francisco be sure...I’M NOT A MISERABLE THAT IS ALSO A 

CRIMINAL ORGANIZATION’S PAWN and I’M SURELY NOT BREAD WITH 

MORTADELLA8...Hahahahaha.

Netizen 5: Is attacking the only thing you can do? Are you demonizing 

everything? You’re hanging out with the bishop9 a lot, huh? Kisses for you. Avoid 

me in this life and in all others.

Netizen 6: Camila relax I’m not from the “EDUCATORY HOMELAND”10 of your 

CRIMINAL LEADER DILMA ROUSSEFF which you prefer “a thousand times”. 

You’re like every criminal PETRALHA who thinks that whoever doesn’t vote for 

the CRIMINAL ORGANIZATION CALLED PT like you must vote for PSDB... 

My education towards you is great for your level, poor people. Hahahaha

Netizen 7: Just answer me sir, what are you made of in order to talk like that 

about people you’ve never seen??? You are nothing but a pile of disrespect! You 

do not respect the thoughts of others! (Comments taken from the video post 

“Na avenida Paulista, em frente ao MASP [...] [...]” (El País Brasil, 2016b).

Netizen 4’s comment shows his need to make it clear to all his possible inter-

locutors that he is not “a miserable pawn”, that is, that he belongs to another 

group that is way better than the ones he is pejoratively referring to: “My 

education towards you is great for your level, poor things”. At the same 

time, he tries to disqualify the condition of other people to make their own 

decisions, since he implied that they are all easily manipulated. He even 

tries to offend them by using the slang “bread and mortadella” – an expres-

sion used to refer to workers, and lower-class people, as well as those who 

defend the Lula and Dilma governments (PT).

The offensive language that is being used in these posts shows not only the 

difficulty in living alongside others and respecting their positions, but also 

8.   Bread with Mortadella, or “Pão com Mortadela” in Portuguese, is an old slang that refers to sup-
porters of the Workers’ Party (PT). Bread with mortadella is a very cheap meal that was rumored to 
be given as food to the supporters of said party when they went out into marches. Calling said sup-
porters like that meant that they were so poor they were happy to give their votes in exchange for that 
meal. This explanation will also be given in the text, this note aims only to give more context to the 
non-Brazilian reader.
9.   This might refer to either Silas Malafaia or Edir Macedo, both protestant leaders in Brazil, famous 
for being conservative and right-wing.
10.  Educational homeland or “Pátria educadora” was the slogan for Brazil during Dilma’s government.
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a resistance in accepting that the other also has the right to speak. This 

strong refusal to communicate in a fair manner is reinforced by Facebook 

itself, since the platform allows its users to remain in their bubbles, treading 

only among “equals”. This demonstrates that, on Facebook, the “monolog-

ical discourse, instead of giving way to a dialogical discourse, splits into a 

series of soliloquies, with the users no longer insisting on being heard, but 

also refusing to listen” (Bauman, 1998: 103). This means that the social me-

dia user publishes whatever they want, and it does not matter if they will be 

heard, if there will be an interlocutor: what matters is talking and, in this 

case, attacking.

In addition to the insults and attempts to disqualify the other’s speech, 

there are also, in some cases, incitements to acts of violence: we observe 

some people defending the extermination, the annihilation of those who dis-

agree with their ideas. This demonstrates the Ego’s11 difficulty in coexisting 

with what is different and, consequently, in engaging in a dialogue with the 

other. As it is illustrated in this comment:

Netizen 8: Only molotov could save them. Or “pau de arara”12 for the communes 

(Comment taken from the post of the video “Manifestantes pró-impeachment 

comemoram o resultado da votação na Câmara”, El País Brasil, 2016a).

The defense of the annihilation, torture and death of the other offers some 

satisfaction for our hateful desires, but it also offers the satisfaction of the 

recognition that is received through the likes, shares, and even responses in 

the comments. These mechanisms strengthen the bond between the ones 

reacting to a post and the ones posting them. The members of these groups 

remain united first and foremost because they share the same ideals and 

the same hatreds, at the same time that they feel protected by a “sense of 

anonymity and privacy”, which leads many of them to “take more risks” 

(Kallas, 2016: 56).

11.   “The Ego. [...] the seat of consciousness and also the place of unconscious manifestations” in 
Freud’s first topography. In the second topography, “[...] the ego is the instance of the imaginary regis-
ter par excellence, therefore, of identifications and narcissism” (Chemama, 1995: 95). 
12.   “Pau de arara” is a torture device in which the hands and knees of the victim are tied together, 
making the person curl into a suspended ball of flesh.
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The 2018 elections: Political use of hate speech through social media 

As mentioned earlier, the candidate who won Brazil’s 2018 elections man-

aged to keep his voters in an almost “alternate reality” by bombarding them 

with content throughout all the most important social media platforms: 

Facebook, Twitter, YouTube, WhatsApp (the most famous messaging appli-

cation in Brazil), among others. Bolsonaro and his team used fake news, as 

well as both “bots and people to forge an engagement in certain content and 

give visibility to certain themes, simulating a polarity that he does not have 

[did not have]” (Mello, 2020: 24). 

The way Brazilians get information, added to the importance they give 

to the content shared in WhatsApp groups and other digital applications, 

made it possible to carry out an electoral campaign almost exclusively in a 

world without contradictions: a world created by the social media bubbles 

and their manipulation by Bolsonaro’s campaign. Let us check some data to 

back up this argument.

In Brazil, 79% of people get information through WhatsApp; 50% through 

television programs; 49% via YouTube; 44% via Facebook; 38%, by news sites 

and 22%, by radio programs (Senado Federal, 2019). Among Brazilians, 52% 

trust news sent by family members on social media, and 43% trust infor-

mation sent by friends via WhatsApp (Mello, 2020). Therefore, the huge 

importance these platforms have in Brazilian’s daily lives becomes clearer. 

That, added to the credibility most Brazilians give to the messages received 

online, ended up creating a very favorable context for the dissemination of 

not only fake news, but even documentary pieces that attacked, defamed 

and persecuted some candidates participating in the 2018 election cam-

paign (D’Ávila, 2020).

And in this very context, Jair Bolsonaro was infinitely more present digital-

ly than the other candidates. His Facebook page had 6.9 million subscribers, 

while that of the candidate of the Workers’ Party (PT), Fernando Haddad, 

had 689 thousand followers – that is, ten times less than his opponent. 



The political use of hate speech through social media in Brazil152

On Instagram, Bolsonaro had 3.8 million followers, while Haddad had 418 

thousand (Soares, 2018).

Bolsonaro and his three sons became digital influencers and started docu-

menting their lives through YouTube and other social media platforms. This 

made it easy for them to communicate their ideas directly to their support-

ers (Mello, 2020). They already knew all too well how social media works 

and, because of that, they started to use it to publicize their political posi-

tions as well as to be closer to voters. This all lines up with the changes that 

could be noticed ever since the previous election, in which personalism, i.e., 

a more direct contact with the political candidate, gained even more space 

in the detriment of political proposals themselves (Fernandez, 2005). 

According to the journalist Patricia Mello,

WhatsApp was a key part of the approach conceived by ‘Zero Two’13 

[Carlos Bolsonaro – son of Jair Bolsonaro]. Over the years, groups of 

supporters were formed that ended up constituting a digital army. The 

groups worked like transmission lists, in which the administrators – 

i.e., those who created the group – sent messages to the 256 members, 

the maximum number allowed by the tool’s rules [WhatsaApp]. If a per-

son accesses a link to subscribe to a group, he or she is likely to have a 

confirmation bias, that is, they are predisposed to believe the content 

they will receive. Group members, in turn, distribute this content to 

family and friends (Mello, 2020: 32-33).

Fabrício Beneveluto (2018), creator of the project “Eleições Sem Fake” 

(Elections without Falsehood, in a free translation), has documented what 

was discussed under the label of politics in the main social media platforms, 

as well as in WhatsApp groups, during that time. This led him to the conclu-

sion that the elected candidate had a greater number of supporters online  

13.   Bolsonaro refers to his sons as if they were squad members. In Brazil’s military you don’t neces-
sarily have names as the only way to be referred to (e.g., private Ryan); you might also have numbers 
assigned to you according to your position of power within a given squad. Thus, the first in command 
is zero one (01), the second in command is zero two (02), and so on.
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than the Workers’ Party. He also found out that the messages distributed 

within groups of Bolsonaro’s followers were often false, and some were 

memes and mockery, used to discredit other candidates and disseminate 

ideas that kept supporters on his side, pushing them to further engage in 

more social media spaces. Beneveluto (2018) also points out that “WhatsApp 

is a no man’s land”, as it is “difficult to track [a publication] because of the 

encryption of messages and, for this reason, it is a fertile field for the spread-

ing of fake news” (Beneveluto, 2018 as cited in El País, 2018: 1).

Within WhatsApp groups, Bolsonaro’s supporters engaged with every 

content, sharing them massively to other groups that they participated in 

(Cesarino, 2020). The posts and messages followed a pyramid model, from 

the largest group to the smallest. They were so organized that there were 

even members who orchestrated attacks on pages of opponents of the can-

didate (Santos, 2018 as cited in Simões, 2018).

According to a research group on Political Communication Technology at 

the State University of Rio de Janeiro (Universidade do Estado do Rio de 

Janeiro), which monitored WhatsApp groups during the 2018 elections, if 

any member of the group complained about fake news or questioned a post, 

they were quickly excluded from the group. Thus: “while the administra-

tors deleted comments from the discussion that they thought could disrupt 

the campaign, they let loose any hate speech against certain segments of so-

ciety”. There were also “various threats against women and LGBT people” 

(Aldé, 2018 as cited in Simões, 2018).

This campaign, based on exploiting the potential of hate speech and creat-

ing the illusion of persecution – the illusion that politics is a fight of good 

against evil – not only guaranteed Bolsonaro’s victory in that presidential 

election, but also caused a lot of discomfort within Brazilian society. Many, 

even today, are trying to elaborate, in the psychoanalytical sense, what was 

lived in that period.
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The following passages, taken from two interviews14, illustrate how this 

electoral campaign left its marks. 

“I left some WhatsApp groups because I noticed I didn’t have affinities with 

the group anymore. Previous to that, I was part of three family groups, as 

my family is very large. As the elections came to be, politics was a big issue 

with no way to get rid of. Everyone started to publicize their political opin-

ions and it was a very big turmoil for me. I was the sole one in the group 

to position myself differently from the other members. When it got closer 

to the election and I realized that everyone thought differently than me, I 

was devastated and tired. This was mainly due to the fact that I was mak-

ing a stand against everyone. This shocked me. After Bolsonaro won, I left 

the groups because I realized that despite it being our family group it had 

nothing to do with me. They didn’t want to listen to me and there was no 

possible dialogue. They believed in what they shared. They believed in their 

lies” (Interview 1).

“I’ve been a part of more [WhatsApp] groups before, but today I’m more se-

lective with them. My family group used to discuss politics. I left the group 

that was my father’s side of the family because of that. They kept pouring 

out gratuitous hatred in the group and kept saying that anyone who voted 

for PT was a thief, a robber, etc. At first, I even argued against that, but in 

order to avoid further disagreements, I preferred to leave. In person, no one 

addressed that with me. I can also say that the way I build relationships 

with other people changed a lot during this time. I walked away from people 

that seemed to be the most extremist ones, and I didn’t come back to talk 

to them again because it’s the kind of situation that doesn’t benefit me in 

any way. I also distanced myself from some family members, but when we 

meet at family lunches, they treat me the same way they did before. They 

are very aggressive on social media, but in person they are very tame. The 

arguments were directed to the WhatsApp group” (Interview 2).

14.   These two interviews are part of Joelma Galvão de Lemos’ doctoral research. The material was 
collected in order to study the political use of social media during the 2018 Brazilian election and its 
effects in social relationships (Lemos, 2023).
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If we watched as Facebook was taken over by hate speech between inter-

net users “coxinhas” and “petralhas” in 2016, in 2018 we watched as this 

speech reached, through WhatsApp, the most intimate groups: family and 

friends. When this happened, it was always cause for discomfort and suf-

fering among the group members. Affectionate bonds were shaken, and 

oftentimes interactions were avoided or even completely interrupted. 

Paradoxically, the same social media that makes so many connections pos-

sible contributed to the rupture of the same ties they deem to promote. In 

this case, they contributed to the choice of not co-existing, not engaging 

in a dialogue with this “other”, which is familiar, but also different. This 

situation experienced by many Brazilians illustrates how challenging it is 

for humans to co-exist and accept that the similar is always a similar in 

difference (Kehl, 1996).

Some closing thoughts

When a series of political uprisings took place and brought the country 

to a halt in 2013, we watched as a new model of organization and social 

mobilization started to emerge. We also watched the increase in the us-

age of social media by conservative groups, not only in order to criticize 

the government, but also to incite a conservative, racist, misogynistic, and 

homophobic speech. It is as if on the internet, anything goes, and there’s no 

longer any shame in making prejudiced, intolerant, and foolish positions 

clear (Dias, 2020).

Although some conservative groups have been successful in painting them-

selves as the driving force behind the 2013 manifestations and, since then, 

have not left social media spaces, it was only from 2018 onwards that we 

could notice the systematic use of several social media platforms simultane-

ously, in Brazil, for political purposes.

Of course, social media was also used by progressive movements, but ac-

cording to journalist Rosana Pinheiro-Machado (2020), in Brazil, it is “the 

extreme right that beats the left-wing by W.O” when it comes to the political 
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use of social media platforms. Since 2013, the conservatives have never left 

their digital spaces. On the contrary, they increased their influence, reach-

ing more and more people as Brusadin & Graziano (2020) also show in 

their work.

These right-wing activists, including Bolsonaro and his team, used social 

media’s own organization in their favor. They took special advantage of the 

fact that the algorithms are programmed to direct users to the same type 

of contents. By knowing so, they explored the potential of hate speech to 

mobilize and bring people together, thereby creating a horde of hateful peo-

ple. The individual, when participating in these groups, ends up identifying 

with the other members, mainly due to shared ideals between them, and/or 

because they follow the same leader. In this interaction, even if it is online, 

social demands and restrictions may be reduced, as people identify with 

others who think similarly to them. Thus, there is no need for censorship, 

because they come to love those in their group as they do themselves, and 

they can, together, direct their hatred towards those on the outside (Freud, 

1921)15.

Isolated in their online bubbles, overwhelmed by the same daily content 

– because that is how the social media’s algorithm works –, alienated by a 

false sense of reality, and now not as alone as before, internet users feel au-

thorized to express themselves in huge groups, in whatever way they want 

to. This can be very troubling in itself, and it becomes worse as they begin 

to share that same content in smaller groups (e.g., the family group), with-

out taking into account what the other members of said group may think 

or feel. 

The more isolated from the ones that think differently, the harder it is 

for the individual to really engage in real dialogue, and the likelihood of 

15.   Sigmund Freud (1921), in “Group Psychology and the Analysis of the Ego”, demonstrated how the 
superego loosens its restrictions and demands, and how the ego, through identification with group 
members, engages in certain actions it likely wouldn’t if alone. Another characteristic of individuals 
in a group is related to their emotions: the emotion of love is directed towards members of the same 
group, while hatred and aggression are directed towards those who do not belong in those groups. 
These characteristics identified by Freud (1921) in the analysis of offline groups also can be seen in the 
relationships of individuals in online groups, within their respective bubbles.
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reproducing hate speech increases. As an extreme example of how far this 

hatred can go, we should highlight the murder of a voter who declared sup-

port for the Workers’ Party candidate, committed by a Bolsonaro supporter 

during the first round of the 2018 elections (Brasil de Fato, 2018). This hor-

rible example illustrates how the hate speech disseminated on social media 

can spill over into the streets.

Nowadays, the Internet is an indisputable part of our lives. Even those who 

do not engage with any social media per se make use of the internet, be it 

by accessing their bank’s application, by going online shopping, or even by 

making appointments at a local doctor, since technology has reached more 

and more services like those. It is impossible to stay away from it. 

In this context, we should also highlight that the current organization of 

Web 2.0 has contributed to the intensification of the ideological and politi-

cal positions not only in Brazil, but in other countries as well. The fact that 

the web can be used as a political tool is not a new phenomenon around the 

globe (Orlowski, 2020).

Therefore, as the writers of this paper, we join other researchers who ad-

vocate for the regulation and transparency of the internet and social media 

platforms. Our efforts and our hopes are that this technology can be at the 

service of the life drive, that is, that the internet may be used to encourage 

dialogue and coexistence with the “other”. If nowadays the internet works 

exclusively as a profit tool for many megacorporations, it is also possible 

that a joint effort can, in a way, force those same megacorporations to re-

view the logic and organization behind their platforms and their algorithms, 

prioritizing coexistence with alterity over these financial gains. 

We understand that this will be challenging, but it is necessary for our cur-

rent generation to face this issue, as Shoshana Zuboff (2020) points out: 

every generation faces challenges and needs to find answers to the difficult 

questions of its time. 
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Introduction

Freedom of the press is a crucial element for the existen-

ce of modern democracy. A state can only be considered 

democratic if its citizens have unrestricted access, with 

exceptions as provided by law, to information of public 

interest (Briggs & Burke, 2006). Thus, media outlets 

perform the dual function of keeping citizens informed, 

providing the basis for politicizing public opinion, and 

monitoring the actions of governments while revealing 

injustices obscured by other social forces (Correia, 2011; 

Sousa, 2010).

Well-informed citizens also play a crucial role as active 

members of the community. With a high level of media 

literacy, individuals are theoretically better equipped to 

participate in the public sphere (Livingstone, 2003). In 

this context, the importance of media outlets lies in their 

ability to exercise critical oversight of the three bran-

ches of the nation-state (the executive, the legislative, 

and the judicial) and to provide citizens with accurate in-

formation about society (Bobbio, Matteucci, & Pasquino, 

1983). Therefore, the argument that media outlets cons-

titute the fourth estate is justified due to their direct 



Freedom of the press or hate speech? 
Regulating media outlets in the post-truth era

166

influence on public decisions (Castells, 2009). In other words, journalists 

perform the watchdog function over those in power (Benkler, 2006).

Despite the origins and recent usage of the term hate speech, concepts such 

as media pluralism and freedom of the press can no longer be considered 

untouchable. On the contrary, rules regarding hate speech and efforts to 

maintain the objectivity of information are usually enacted at the national 

level, always with consideration for human rights, especially in an ultra-me-

diated society (López-Paredes & Carrillo-Andrade, 2024).

Many concepts, particularly those related to media and technology, possess 

specific cultural, social, or legal meanings but lack universally recognized 

definitions. For instance, the term post-truth primarily pertains to journa-

lism, media, and politics, yet it lacks a legal or internationally agreed-upon 

definition. According to the Oxford Dictionaries (2016), post-truth is defined 

as an adjective “relating to or denoting circumstances in which objective 

facts are less influential in shaping public opinion than appeals to emotion 

and personal belief”. In this context, social media platforms play a crucial 

role in shaping an alternative reality influenced by algorithms and intense 

emotions, thereby blurring the line between truth and simulacra (Snyder, 

2021; Fischer, 2021).

This chapter delves into the complex dynamics of regulating media outlets 

in the post-truth era, focusing on the challenges posed by the proliferation 

of online hate speech. These issues are particularly pronounced in highly 

polarized societies, where media outlets often blend opinionated narratives 

with factual news, sometimes neglecting the ethical principles of journa-

lism. The chapter also uses Brazil as a case study, highlighting a country 

without a regulatory agency for media outlets and significantly impacted by 

political polarization over the last decade (Capoano, Sousa, & Prates, 2023).

The emphasis on freedom of the press has sometimes compromised other 

rights (Varjão, 2016), facilitating the spread of hate speech (Roozen & 

Shulman, 2014; Pinto, 2013). Without effective regulation of media outlets, 

the principle of freedom of the press can become a double-edged sword. 
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While freedom of the press is essential for democracy, it can also lead to 

violations of other rights. The unchecked power of media outlets can result 

in disinformation, misinformation, defamation, invasion of privacy, and the 

propagation of harmful content. The Brazilian example illustrates how the 

absence of media regulation can compromise the safety of marginalized so-

cial groups, who are particularly vulnerable to online hate attacks.

Legal matter and political concern

In the 20th century, ensuring social rights became a primary concern for 

legislators, policymakers, and the public (Bobbio, Matteucci, & Pasquino, 

1983). Consequently, modern media outlets emerged as watchdogs, high-

lighting governmental deviations and failures to uphold rights such as 

education, health, food security, labor rights, and those stipulated in lib-

eral constitutions (Benkler, 2006). While not novel, this phenomenon has 

become increasingly complex due to the widespread adoption of various 

digital technologies such as the internet, smartphones, and social media 

platforms (Castells, 2009). However, the crux of the matter remains the 

freedom of the press.

Marx (2006) already advocated for freedom of the press, emphasizing the 

importance of media regulation to ensure the quality and accuracy of pub-

lished information. During his tenure as editor-in-chief of the Rheinische 

Zeitung from 1842 to 1843, opinion often dominated factual news content 

(Gorender, 1996; Beltrão, 1980). Therefore, Marx regarded press law as es-

sential for legally recognizing freedom of the press (Eidt, 1998).

In the same spirit, the press law could ensure the effectiveness of other 

principles protecting constitutional rights (Silva, 2006), such as the pre-

sumption of innocence, privacy, and protection of minorities against hate 

speech. Essentially, the debate on regulating media outlets appears to arise 

from both legal considerations – focused on approving mechanisms for con-

trol, education, and enforcement – and political considerations – centered 

on the interests of diverse social actors in establishing regulatory agencies 

for media outlets.
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In the absence of specific legislation, society must rely on self-regulation, 

supported by the likely adherence to journalism’s code of ethics. According 

to Fidalgo (2000: 320), self-regulation enables journalists to establish “basic 

rules of conduct and strengthens their commitment to uphold them”. Marx 

(2006: 12) already viewed this approach positively, stating that “the first 

requirement of freedom is self-awareness”. However, he did not believe that 

self-regulation alone could effectively oversee the operations of media out-

lets, thus underscoring the need for legislation specific to the media sector.

Numerous pertinent questions emerge from the debates surrounding reg-

ulatory mechanisms: To what extent should state intervention occur in 

journalism? Could press legislation pose a threat to democracy? What are 

the epistemological boundaries that distinguish regulation from censor-

ship? How can hate speech be effectively combated, particularly in loosely 

controlled virtual spaces, without compromising freedom of the press?

These inquiries stem from how various sectors position themselves in their 

proposed actions, their conduct of public debates, and the editorial stance of 

media outlets, which sometimes adopt more aggressive narratives. However, 

the responses from these sectors often remain ambiguous and should not 

be rigidly interpreted outside their original contexts. Understanding the 

positions of these entities requires a deeper exploration of the concepts of 

regulation and censorship regarding hate speech. An analysis of their con-

vergence and divergence should begin with acknowledging that freedom 

of the press encompasses the right to express thoughts freely through the 

media (Hungria, 1995). However, this freedom must be balanced with re-

spect for the rights of others, particularly social minorities and those most 

vulnerable to online hate attacks.

Even though hate speech lacks a globally accepted definition, it can gene-

rally be understood as verbal and non-verbal attacks targeting inherent 

characteristics of individuals, such as race, nationality, religion, culture, or 

sexual orientation (Di Fátima, 2023). Hate speech encompasses all forms 

of human language that “spread, incite, promote or justify racial hatred, 
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xenophobia, anti-Semitism or other forms of hatred based on intolerance” 

(Keen & Georgescu, 2020: 143). Rooted in the codes and values of speci-

fic cultures, hate speech functions as a violent narrative against diversity 

(Matamoros-Fernández & Farkas, 2021).

Social media platforms have significantly amplified the spread of hate 

speech, much of which thrives on disinformation (Martínez Valerio, 2022). 

Consequently, violent narratives from traditional media outlets, often 

masked as journalism, gain momentum online via platforms like Facebook, 

X, or YouTube (Garbe, Selvik, & Lemaire, 2023; Chekol, 2023). A primary ar-

gument put forth by haters is the defense of freedom (Amores et al., 2021). 

This is particularly contentious because, in contexts with authoritarian 

governments, legislation aimed at combating hate speech has been used to pe-

nalize political dissidents and ordinary citizens who critique prevailing norms 

(Munoriyarwa, 2023). Here lies the paradox: Any attempt at media regulation 

risks being perceived as a form of censorship on freedom of the press.

The term regulation, derived from the Latin word regularis, originally refers 

to a ruler or measuring stick, not to the impediment or control of some-

thing, someone, or an action. Therefore, state monitoring of media outlets’ 

activities does not inherently violate the right to information and should not 

be confused with censorship. Regulation serves as a standard mechanism 

for addressing complaints related to abuse of power, invasion of privacy, 

manipulation, hate speech, and various other offenses (Dalmonte, 2011).

The regulatory process is essential for ensuring pluralism and giving a voice 

to all parties involved in a social event, as described in many journalism 

manuals (Traquina, 2007). Therefore, media regulation involves implement-

ing practical methods for monitoring news content (Fidalgo, 2006). This 

should not be perceived as a restriction on freedom of the press. In demo-

cratic countries, regulatory agencies review content only after it has been 

published or broadcast, never before. Despite concerns expressed by many 

digital platforms about online censorship, the evaluation of content on social 

media can only occur after publication.
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Derived from the Latin word censere, the term censorship refers to the act 

of judging something, someone, or an action. Media censorship involves the 

complete or partial prevention of the publication of information that is of 

public interest. This can include mechanisms of punishment, manipulation, 

or persuasion used against press professionals or media companies, includ-

ing social media platforms. As a result, censorship prevents certain facts 

from being exposed to public opinion (Morozov, 2011). Journalism manuals 

and codes of ethics also often emphasize the importance of preventing ob-

stacles to the free flow of information.

The role of a censor revolves around pre-emptively managing content to 

minimize its potential impact on others. Censors conceal, modify, and 

sometimes censor messages intended for public consumption. A press can 

be considered unfree if it faces institutional threats and constraints that 

prevent the publication of information. In a democracy, journalists alone 

should decide whether to disclose facts to the public.

Some authors argue that the right to information is civil, political, and social 

simultaneously, given its paramount importance for modern society (Cepik, 

2011). Access to information is primarily controlled by the state (Bourdieu, 

1996), although it frequently interfaces with media outlets and internet net-

works (Castells, 2009). It is in this sense that Marx (2006: 60) asserts that 

“the free press is the omnipotent eye of the people”.

An analysis of the concepts of regulation and censorship reveals that free 

media outlets are not exempt from responsibility for what they publish, both 

in terms of content and form. Freedom of the press cannot be synonymous 

with licentiousness, as media outlets are legally considered a public service 

(Briggs & Burke, 2006). According to Hungria (1955: 261), “media outlets, 

due to the significant interests that sometimes conflict with freedom of 

ideas and opinions, have been subject to specific regulations in practically 

all Western countries”.

Ignoring this rule is tantamount to claiming that media outlets act arbitrari-

ly, without any accountability for their mistakes (Dalmonte, 2011). The issue 



Branco Di Fátima and Marco López-Paredes 171

is so urgent that it is being debated in various countries with diverse polit-

ical contexts, such as Argentina (Califano, 2018), Portugal (Miranda, 2018) 

or Angola (Miguel, 2016). The lack of regulatory instruments is even more 

concerning when other rights are violated by the actions of the media out-

lets. In this sense, there are numerous instances where media outlets have 

propagated hate speech (Munoriyarwa, 2023; Roozen & Shulman, 2014).

Hatred can be fueled by the way media outlets report on social events. 

This news content is then mirrored on social media, gaining immense vis-

ibility beyond its original context. Sensationalized news coverage often 

exaggerates and distorts views of social minorities, creating negative rep-

resentations of these communities (Saleem, Yang, & Ramasubramanian, 

2016). For example, immigrants or refugees are frequently associated with 

increased crime and so-called deviant practices (Bruno, 2016). By spreading 

stereotypes about the behavior of these groups, the media incites fear and 

unrest in society, potentially leading to hate speech and, in more serious 

cases, physical aggression. There are numerous examples of these cases.

Radio Télévision Libre des Mille Collines (RTLM) in Rwanda played a pivotal 

role in spreading the hatred that culminated in the 1994 genocide (Roozen & 

Shulman, 2014). RTLM broadcast propaganda that dehumanized the Tutsi 

population and incited violence, resulting in one of the most brutal geno-

cides in history. Following the September 11, 2001 attacks in the United 

States, media outlets like CNN and Fox News frequently presented intense 

and often negative coverage of Muslims and Arabs (Pervez & Saeed, 2010). 

This pervasive reporting disproportionately linked Muslims and Arabs with 

terrorism. This biased reporting contributed to a significant increase in hate 

crimes against these communities.

During the mid-2010s refugee crisis, several media outlets, notably UK and 

Australian tabloids, ran stories linking refugees to criminal activity (Parker, 

2015). This negative portrayal has exacerbated xenophobia, leading to a rise 

in online attacks against immigrants and refugees. In Russia, for example, 

media outlets frequently publish homophobic and transphobic content, 
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using disinformation against these communities (Edenborg, 2018; Ennis, 

2014). Such hate speech, propagated through media outlets, finds extensive 

circulation and discussion on Russian social media platforms, blogs, and 

Internet forums. This dissemination fosters an environment of increasing 

hostility and violence toward LGBTQ+ individuals.

What distinguishes news content from an opinion article, beyond narrative 

structure, is the use of verifiable information and the inclusion of diverse 

voices, respecting sources’ rights to contradict each other (Traquina, 2007; 

Beltrão, 1980). Journalists must maintain independence and autonomy 

precisely to ensure that “the final product of their work (the news) is not 

influenced by factors outside of journalistic criteria” (Fidalgo, 2000: 326). 

Failure to adhere to this ethical standard compromises the right to accurate 

information, especially in highly polarized societies in the post-truth era.

Freedom or hate speech in Brazil

Brazil is one of the few United Nations (UN) member states without a press 

law. On April 30, 2009, the Federal Supreme Court (STF) abolished the ex-

isting press law with a vote of seven to four. The ministers justified their 

decision by stating that the law, which had been enacted during the Military 

Dictatorship (1964-1985), violated democratic principles. However, a new 

press law has not yet been voted on by the Brazilian parliament.

The STF made its second controversial decision regarding media outlets on 

June 17, 2009. The justices abolished the requirement for a journalist’s di-

ploma to practice the profession in the country. The justices argued that 

requiring a diploma violated freedom of expression, guaranteed by the 

Federal Constitution (1988), and hindered free access to information as stip-

ulated in the American Convention on Human Rights (1969). Consequently, 

the National Federation of Journalists (Fenaj) was obliged to issue profes-

sional cards to anyone who requested one.

The STF also created a legal vacuum. Consequently, the media in Brazil ex-

clusively self-regulate their journalistic work. Despite its undeniable public 
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value, the Journalists’ Code of Ethics exclusively targets the operations of 

newsrooms (Christofoletti, 2011). Revised in 2007 by Fenaj, this document 

does not include sanctions for serious offenses committed by journalists, 

such as disseminating hate speech or prejudice against social minorities. 

Therefore, in most cases, these codes lack legal enforceability within the 

country’s judicial framework (Fidalgo, 2000).

Media outlets and their professionals can be held accountable for their ac-

tions under various legal frameworks, including the Federal Constitution 

(1988), the Penal Code (1940), and the Consumer Defence Code (1990). 

However, the absence of specific legislation for the media outlets sector 

often turns even simple cases involving the right of reply, under Law No. 

13,188, into protracted legal battles. In some instances, the stages of investi-

gation, judgment, and publication of the sentence can take months, creating 

a periculum in mora – a risk of irreparable damage due to procedural delays. 

Consequently, delayed judgments often render the issue irrelevant over 

time, as the individuals or groups harmed by a news story rarely see their 

reputations restored through a retraction.

This phenomenon intensifies when social movements advocate for the 

establishment of a regulatory agency, facing resistance from media compa-

nies and some professionals (Filho, 2009). Supporters of creating a National 

Communication Council (CNC) argue that such regulation ensures freedom 

of the press, access to information, and protection of social minorities, in-

cluding protection against hate speech. However, opponents are concerned 

that over time, the CNC could transform into a tool for state censorship.

The purpose of social movements is grounded in everyday empirical ex-

periences. Research conducted by the News Agency for Children’s Rights 

(ANDI) revealed, for instance, that in just one month, 4,500 rights violations 

were documented in television and radio programs across ten Brazilian 

states. During this period, broadcasters were accountable for over 15,760 

legal infractions (Varjão, 2016).
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Disrespect for human rights, particularly evident in police news coverage, has 

been strongly criticized. The presumption of innocence, guaranteed by the 

Federal Constitution (1988), is frequently overlooked (Linhares & Grotti, 2021). 

Furthermore, many media outlets rely solely on police sources, disregarding 

Article 12 of the Code of Ethics. According to Fenaj (2007: 3), journalists are 

obligated to hear “from the widest range of people and institutions involved in 

the coverage, particularly those who are the subject of accusations”. Failing 

this, they risk perpetuating stigmas against specific social groups, often re-

sulting in the creation of a negative image of a community.

In the Brazilian media landscape, there appears to be a significant gap be-

tween journalists’ recognition of deontological principles and their actual 

implementation in news practice (Cepik, 2011). Despite these rules being 

constitutional and enforceable, instances of non-compliance are seldom 

met with sanctions. For this reason, social movements have advocated for 

the establishment of the CNC. However, media companies and a significant 

number of journalists oppose its creation, fearing that the council could po-

tentially evolve into a state-serving censorship body given its legal nature 

(Filho, 2009). This debate has prominently featured in the political arena in 

recent years, especially during electoral periods.

In the 2018 elections, candidate Fernando Haddad (PT) presented a govern-

ment plan that placed significant emphasis on regulating media outlets. 

According to Haddad (2018: 17), “all established democracies worldwide im-

plement mechanisms for democratic regulation to support the broad exercise 

of the human right to communication”. In contrast, former president Jair 

Bolsonaro’s (PSL) government plan also highlighted freedom of the press but 

opposed the creation of specific legislation. According to Bolsonaro (2018: 7), 

“we are against any regulation or social control of media outlets”.

In the national imagination, there exists a delicate relationship between 

media outlet regulation and press censorship (Haddad, 2018; Bolsonaro, 

2018; Gaspari, 2002). This perception partly stems from the lingering 

effects of the Military Dictatorship, which governed the country for 21 
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years and notably suppressed media outlets and freedom of expression. 

Conversely, media companies harbor concerns that regulatory agencies 

could undermine their economic interests and political influence. These 

dual apprehensions – shared by both the public and corporate sectors – are 

evident in ongoing debates over the broader implications of press regulation 

(Costa, 2014; Pinto, 2013; Bôaviagem, 2011), including the development of 

legal frameworks to address online hate speech.

Efforts to establish press control mechanisms have encountered opposition 

from media companies, criticism from journalists, and attacks from politi-

cal parties (Filho, 2009). One of the most notable confrontations occurred 

in December 2009, during the 1st National Communication Conference 

(Confecom). The preparations for Confecom involved regional and local 

events where ideas were presented for the national gathering. Delegates 

elected at these events endorsed approximately 630 proposals, including 

the creation of the CNC and press regulations.

Confecom was expected to recommend guidelines, but they may never ma-

terialize (Penna Pieranti, 2019). Consequently, television programs such as 

Brasil Urgente (Band TV) or Cidade Alerta (Record TV) frequently propagate 

hate speech against marginalized groups and social minorities, often with-

out presuming the innocence of the accused. In the post-truth era, their 

presenters blend opinionated narratives with information, sometimes dis-

regarding the ethical principles of journalism.

Consequently, hate speech directed at social minorities has shifted from 

traditional media to the online sphere, potentially reaching a broader au-

dience beyond its original media outlets. Programs like Brasil Urgente and 

Cidade Alerta have garnered significant traction on social media in recent 

years. On YouTube alone, they have amassed an audience of nearly ten mil-

lion followers, and their content has been viewed more than 4.7 billion times 

on the platform by July 2024.
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Conclusions

Self-regulation is currently the only mechanism ensuring that media outlets 

in Brazil act responsibly. This responsibility falls to individual professio-

nals, companies, or unions. The Code of Ethics lacks legal force and does 

not impose sanctions for violations of basic journalistic principles or the pro-

pagation of hate speech against social minorities.

Media companies, unions, and journalists have expressed concerns about 

the existence of a regulatory agency in Brazil, and their concerns seem justi-

fied. In the popular imagination, the authoritarian incursion by the Military 

Dictatorship remains relatively recent (Gaspari, 2002). On the other hand, so-

cial movements understand that the rights established and guaranteed in the 

constitution cannot be violated in the name of so-called freedom of the press.

The justification for analyzing the lack of regulatory mechanisms is the 

need to find a common denominator for drafting a press law, specifically 

one that addresses hate speech. While it is the responsibility of the legislati-

ve branch to create laws and the executive branch to enforce them, it is civil 

society that establishes their legitimacy.

In most cases, so-called press offenses are quickly forgotten. However, the 

consequences of these violations have a lasting impact on the lives of those 

portrayed and harmed by the news content. Sometimes, the conduct of the 

media outlets is judged solely by public opinion. When public opinion alo-

ne is responsible for assessing the veracity, objectivity, and impartiality of 

the content, it often struggles with information that is difficult to counter. 

“When the news is published, most readers believe it” (Silva, 2006: 58). At 

this point, fact-checking agencies make a valuable contribution to comba-

ting hate speech that originates in traditional media outlets and migrates to 

the online sphere.

Haters often argue in favor of unrestricted freedom. As a result, narratives 

of violence that originate from traditional media outlets, sometimes dis-

guised as journalism, gain popularity on platforms such as Facebook, X, 
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and YouTube (Chekol, 2023). This debate is contentious because in some 

cases, laws designed to address hate speech have been used to punish po-

litical dissidents and ordinary individuals who challenge prevailing norms 

(Munoriyarwa, 2023). Moreover, a press law could be utilized either to 

combat hate speech in media outlets or to censor legitimate narratives that 

challenge established power.

Although freedom of the press is guaranteed in Brazil, the right to informa-

tion and adherence to basic journalistic standards are often neglected by 

professionals and media companies. The crux of the matter lies in Fidalgo’s 

analysis (2006: 437): the notion that the press “will be held accountable for 

its actions if and when they contradict the responsibilities and expectations 

associated with its role”.

The debate on drafting a press law needs to go beyond viewing regulation 

as a mechanism for censorship. Many studies suggest that the involvement 

of all sectors – journalists, unions, citizens, media companies, social move-

ments, etc. – is essential. This council should be independent of government 

influence and should not be punitive in nature. However, it could recommend 

criminal investigations based on the interpretation of existing legislation.

What makes the approval of legislation for the press, or the creation of a 

regulatory body, urgent is the ineffectiveness of self-regulation. In the name 

of free information, other rights are historically violated without regula-

tion. This is not only a legal problem but also a political one. Addressing it 

depends on understanding different social forces. Otherwise, the modern 

state, which was founded on the support of a legislative body, is put at risk.
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